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tion element of the receiver can make requests and wait for
responses, but can also cancel requests, possibly reissuing
new requests, to improve a user experience taking into
account network and other conditions. The receiver can
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state of the issued request, whether to continue the request
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for every representation group i do
m “Smallest available rate for this group

forj=1, ..., N:do
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continue

end if
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§ *The size of the original request

Niagget ‘—the target number of connections

R Ea_te estimate over the last 7,

RTT RTT estimate

if no valid RTT estimate or no valid rate estimate is known then
n Marget
return n

end if

D S max(Duin, ¢, * RTT)

if S <R+Dthen

('—TN target -$ ]
42 T
RD

else
n Ntarget
end if
return »
FiG. 33
a = 1/(n + 1)
Let v[{1l], ..., vin - 1] be iid random varliables chosen uniformly

in the range [0,1]
Sort the v[] in ascending order
for 1 =1, ..., n ~- 1:

wli] := (1 - a)*i/n + a*v[i]

win] =1

il

prev 0
for 1 =1, ..., n
% 1= flcor(wl[i] * 8)
s5[i] := x — prev
prev = X
Sort the vector s[] in decreasing size order

return s[1], ..., s[n]

FiG. 34
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MLB parameter set:

Sheet 33 of 33

lambda

mu

T
0

0.4*R

0.9

Conservative parameter set:

t lambda mu
0 0.2 0.2
1 0.4 0.3
2 0.5 0.4
3 0.5 0.7
4 0.5 0.9
Moderate parameter set:
t lambda mu
0 0.4 0.3
1 0.5 0.4
2 0.6 0.8
3 0.7 1.0
4 0.8 1.2
Aggressive parameter set:
t lambda mu
0 0.6 0.5
1 0.7 0.6
2 0.8 1.0
3 0.9 1.5
4 1.0 2.0
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DASH CLIENT AND RECEIVER WITH
REQUEST CANCELLATION CAPABILITIES

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims the benefit of U.S. Provi-
sional Application No. 61/603,569 entitled “Improved
DASH Client and Receiver with Rate Adaptation and Down-
loading for Adaptive Video,” filed Feb. 27, 2012, the entire
contents of which is herein incorporated by reference in its
entirety for all purposes.

BACKGROUND OF THE INVENTION

DASH refers to “Dynamic Adaptive Streaming over
HTTP.” Using DASH, a content provider formats content
into segments, fragments, representations, adaptations and
the like, along with associated metadata such as MPD files
and stores all of those as files available via a standard HTTP
server or a specialized HTTP server. A DASH client is a
receiver that obtains these files as needed to present a
presentation to a user of the DASH client.

DASH clients have tight constraints, as users typically
want high-quality streaming, with little or no advance
notice, in environments where networks are constrained.
Thus, improved DASH clients are desirable.

BRIEF SUMMARY OF THE INVENTION

A client device presents streaming media and includes a
stream manager for controlling streams, a request accelera-
tor for making network requests for content, a source
component coupled to the stream manager and the request
accelerator for determining which requests to make, a net-
work connection, and a media player. The request accelera-
tor comprises a request data buffer for buffering requests and
logic for returning complete responses to each request it can
respond to. The stream manager, the request accelerator, and
the source component can be implemented as processor
instructions or program code, the client device further com-
prising program memory, working memory, a processor, and
a power source. The client device may also include a display
and a user input device. The client tasks are parsed among
the source component, stream manager, and request accel-
erator to efficiently stream data.

In various aspects, as described herein, the client can
perform operations such as determining when to maintain a
representation or switch to another representation, determine
which fragments to request and ensure that the media player
can obtain, in most conditions, sufficient data to continue a
stream without stalling.

In some embodiments, a receiver that receives media for
playing out using a presentation element of the receiver can
make requests, wait for responses, but can also make
requests and cancel requests, possibly reissuing new
requests, all in a timely manner to improve a user experience
with the media taking into account network and other
conditions. The receiver can select from a plurality of
playback rates and make requests at those playback rates,
monitor a presentation buffer that stores media data to be
consumed by a presentation element associated with the
receiver, store an indication of a buffer level corresponding
to how much of the presentation buffer is occupied by the
media data that is received and not yet consumed by the
presentation element, maintain a state of an issued request
for downloading a selected first chunk of media data, and
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when an issued request is outstanding, determine, based on
network conditions and the state of the issued request,
whether to continue the request or cancel the request. This
might involve determining whether there will be enough
time to complete a download for the request before the first
media data should be played out. If there is not enough time,
the request might be cancelled. If there is enough time, the
request might be allowed to proceed, or the receiver might
cancel the request and issue a new request for a higher-
quality chunk.

The receiver might try to detect when a stall might occur,
based on download rates and media consumption rates, then
estimate a stall period between a time when the presentation
element is unable to consume media data at a rate dictated
by the media being consumed and a time when the presen-
tation element is able to resume consuming media data at the
rate dictated by the media being consumed, determine what
effect a continuation or cancellation would have on the stall
period, and cancelling the request if it would shorten the stall
period. Thus, the receiver can deal with the case where a
quick cancellation and requesting other chunks can avoid a
stall altogether and the receiver can also deal with the case
where a stall is unavoidable but can be reduced.

The second request might be for a second chunk of media
data that a start presentation time equal to a start presentation
time of the first chunk of media data, or it might be where
the second chunk of media data has a start presentation time
later than the start presentation time of the first chunk of
media data. In the latter case, the second chunk of media
data might be chosen so that its start presentation time
compared to that of the start presentation time of the first
chunk is a lowest difference available to the receiver, or
chosen so that its playback is a maximum playback rate with
apredetermined maximum gap between its start presentation
time and the start presentation time of the first chunk of
media data.

Where the receiver determines that a download of a
remaining portion of the first chunk of media data cannot be
completed in time for playback, but a download of the
second chunk of media data can be completed in time for
playback, the receiver might cancel the request for the first
chunk of media data and instead request the second chunk of
media data. The playback rate of the media data in the
second chunk of data might be chosen to be the highest
playback rate supported at the receiver.

Some of the media already in the presentation buffer
might be discarded if it is redundant and/or is not needed.
The playback rate of the requested media data might be a
maximum playback rate, subject to a constraint on a maxi-
mum presentation time duration of corresponding media
data discarded from the presentation buffer. The requested
media data might be chosen so that its start presentation time
is an earliest start presentation time available to the receiver.

A receiver implementation might include a presentation
buffer, a presentation buffer monitor, storage for an indica-
tion of a buffer level and possibly other variables, storage for
state of an issued request for downloading a selected first
chunk of media data, and an interface for sending requests
and request cancellations.

Various elements might be implemented using computer
readable media for execution by a processor for controlling
data downloading over a network path between a source and
a receiver coupled by the network path. The computer
readable media could be a non-transitory computer readable
medium.

Other aspects of the invention should be apparent from
this description.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates various elements including a DASH
client in a DASH deployment, displaying how a media
recording arrives at the end user involving the recording,
content preparation and content delivery stages.

FIG. 2 shows an example architecture of a DASH client
with the different components, including a stream manager,
a request accelerator, a source component, a network con-
nection, and a media player.

FIG. 3 is a timing chart illustrating representation switch-
ing processes and comprises FIG. 3A for a backward looking
process and FIG. 3B for a forward looking process.

FIG. 4 is a timing chart illustrating the representation
switching process for the case where switch points are
aligned.

FIG. 5 is a plot illustrating rates over time as managed by
a rate estimator, and particularly an estimator that is adaptive
to the buffer level (such as a pker-type rate estimator).

FIG. 6 is a plot illustrating a rate increase versus down-
load time (r-time) when a non-adaptive exponential
weighted moving average (“EWMA”) filter is used.

FIG. 7 is a plot illustrating a rate increase versus playback
time (p-time) when the non-adaptive EWMA filter is used.

FIG. 8 is a plot illustrating a rate increase versus down-
load time (r-time) when a variable window size weighted
moving average (“WMA”) filter is used.

FIG. 9 is a plot illustrating a rate increase versus playback
time (p-time) when a pker-type process is used.

FIG. 10 is a plot illustrating a rate decrease versus
download time when the pker process from section 2.1 is
used.

FIG. 11 illustrates the behavior of a pker process to
sudden increases in rates.

FIG. 12 illustrates the behavior of a pker process to
sudden rate drops.

FIG. 13 illustrates a comparison of a simple (fixed-width)
moving window average to an exponential weighted moving
average.

FIG. 14 is a flowchart of a pker rate estimation process.

FIG. 15 illustrates how the values B and T, used by a
pker process can be determined from the history of recorded
(Tp, Tr) values, along with FIG. 16.

FIG. 16 illustrates aspects of determining values.

FIG. 17 illustrates the behavior of a “watermark” fetching
process.

FIG. 18 illustrates examples of the lambda and mu
functions as might be used to select a playback rate.

FIG. 19 shows an example choice of the (lambda,
functions using a “conservative” setting.

FIG. 20 shows an example choice of the (lambda,
functions using a “moderate” setting.

FIG. 21 shows an example choice of the (lambda,
functions using an “aggressive” setting.

FIG. 22 shows an example choice of the (lambda, mu)-
functions using a process for emulating an MLB process, to
some extent.

FIG. 23 illustrates an example of side-by-side values for
the lambda settings.

FIG. 24 illustrates an example of side-by-side values for
the mu settings.

FIG. 25 illustrates a process for rate estimation, then
rate-based rate selection, then buffer management-based rate
selection.

FIG. 26 illustrates a rate drop without a request cancel-
lation.

FIG. 27 illustrates a rate drop with request cancellation.
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FIG. 28 is a flowchart illustrating an example request
cancellation process.

FIG. 29 illustrates a process for request cancellation
detection.

FIG. 30 is a plot of behavior of fetching with multiple
TCP connections, but without receive buffer tuning.

FIG. 31 is a plot of other behaviors of fetching with
multiple TCP connections, and with receive buffer tuning.

FIG. 32 is a flowchart of an example request accelerator
process.

FIG. 33 illustrates a process for finding a number of
subrequests to make for a given fragment request.

FIG. 34 illustrates a process for selecting individual
requests chosen to be disjoint intervals of source requests
having computed sizes.

FIG. 35 shows an example of time offsets and fragment
structure for a repair segment determined by time offsets.

FIG. 36 comprises tables of values as might be used for
lambda and mu in rate selection.

DETAILED DESCRIPTION OF THE
INVENTION

The DASH client explained herein includes a Stream
Manager (SM), a Request Accelerator (RA), a Source Com-
ponent (SC), a network connection, and a media player as
illustrated in FIG. 2. The DASH client might also include
one or more media data buffers. In some implementations,
the RA, SC and media player might all have their own data
buffers, or logical partitions of one large data buffer. In other
implementations, perhaps only the RA has a data buffer for
buffering requests so that it is able to return a complete
response to every request it can respond to and the media
player uses whatever data buffer the SC has set up. The SM
may have local storage of its own (physical or logical) for
storing metadata needed to make its decisions.

FIG. 1 illustrates a DASH deployment, with a DASH
client.

FIG. 2 shows an example architecture of a DASH client
with the different components. It should be understood that
the SM, RA, SC and media player might be implemented in
hardware, software or some combination. Thus, where a
functionality is ascribed to a component, it might be imple-
mented as processor instructions, program code, or the like,
in which case the necessary hardware to execute those
instructions (program memory, ROM, RAM, processor,
power source, connectors, circuit boards, etc.) is implied.
Where network functions are described, a network connec-
tion should be understood to exist and might be wired,
optical, wireless, etc., and where user interaction is implied,
user interface capabilities (display, keyboard, touchpad,
speakers, microphones, etc.) are also implied.

The DASH client maintains two clocks, or their logical
equivalent. One clock is a real-time clock circuit or software
that indicates time of the local clock running in the client,
and the other clock is presentation time, representing the
time of presentation of media content relative to its start.
Herein, the real-time clock time is referred to as “r-time” and
“p-time” is the descriptor that denotes presentation time.

Representations are media streams encoded at a different
bit-rates or other differences, for the same content. Thus, a
user will typically only need one representation, but the
client might switch from one representation to another as
conditions and/or requirements change. For example, if the
bandwidth is high, the streaming client may choose a high
quality, high bitrate representation. If the bandwidth is
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reduced, the client may adapt to these conditions by switch-
ing to a lower quality, lower bitrate representation.

Switch points (or random access points) are samples in a
representation from which decoding of the media samples
can start, without requiring knowledge of the data that
precedes the stream. In particular in video representations,
not every sample is a random access point, since the samples
(frames) generally depend on prior frames. When a stream-
ing client wants to switch representations, it should make
sure to start decoding the new representation at a switch
point to avoid wasted effort. In some cases, switch points are
signalled in a segment index (sidx) to the streaming client.

A representation group (sometimes abbreviated to simply
group) is a set of representations which are switchable. A
media presentation may contain more than one representa-
tion groups. It may, for example have one representation
group for the video representations at different bitrates, and
another representation group for the audio bitrates. In the
DASH standard, a representation group is sometimes also
called an adaptation set.

A segment is a file that contains media data for at least a
portion of one of the representations. A fragment is a part of
a segment for which a mapping from the start p-time of the
fragment to the byte range of the fragment within the
segment is available. Sometimes, the term subsegment is
used instead of fragment, they can be considered equivalent.
Some media content is not split up in fragments; in such
cases, “fragments” might refer to the segments themselves.

FIG. 3 is a timing chart illustrating two possible repre-
sentation switching processes. The switch can be backward
looking (first process; FIG. 3A), in which case the switch
point in the switch-to representation is found by looking at
the p-time stretch that has already been requested in the
switch-from representation and choosing the previous
switch point going backward in p-time from the switch-to
representation that is closest to the end of this stretch. The
second process (FIG. 3B) is forward looking: it finds the
next switch point going forward in p-time in the switch-to
representation starting from the last requested p-time in the
switch-from representation.

FIG. 4 is a timing chart illustrating the processes for
switching when the switch point are aligned and when a
switch point follows the last requested fragment immedi-
ately. The diagram depicts behavior of both the forward
looking and backward looking method, as the two processes
behave identically in such a setting. Thus, when the switch
points are aligned, neither process has to download over-
lapping data.

A presentation time is a time period over which media is
expected to play out or play back, typically at a normal
speed. For example, a 30 minute video presentation would
play for 30 minutes. The user may fast forward or rewind,
which would change the actual time taken, but it should be
understood that the presentation is still a 30 minute video
presentation. A presentation element presents the presenta-
tion to the user over the presentation time. Examples of
presentation elements include a visual display and an audio
display, or a video/audio stream that is piped to a device that
can present it. “Playback” is the term used to describe
consumption of media. For example, a smartphone might
download or obtain media data that represents a presentation
over the presentation’s presentation time (p-time), buffer it,
and a media player is said to “consume” that media, pref-
erably consuming such that the buffer does not completely
empty at least until the end of the presentation time, so that
the user does not experience a stall in the presentation while
the receiver is waiting to obtain more data. Of course,
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“playback” or “play out” does not imply that the media is
played more than once. In many instances, it may be that
once the media is consumed, it is never used again.

A presentation buffer is a memory element in the receiver,
media player or accessible to one or both. For simplicity of
exposition, we interchangeably use the terms “presentation
buffer”, “buffer”, “media buffer” and “playback buffer”,
with the understanding that this is a logical buffer that
comprises data, typically media data, that has been down-
loaded but not yet played out or consumed. It can be the case
that the data comprising the presentation buffer is partitioned
within a device between different components, i.e., some
portions of the downloaded data is held by one process, e.g.,
a receiving process within the device, whereas other parts
might have already been passed on to another process, e.g.,
a play out process within the device. It can also be the case
that at least some of the data comprising the presentation
buffer might be at least partially duplicated across different
buffers of different processes. In some cases not all of the
data that has been downloaded but not yet played out is
considered to still be within the presentation buffer, e.g., in
some cases once the media content is passed off to the media
player it may be no longer considered to be in the presen-
tation buffer. Generally, the amount of media data, if any,
that is downloaded but not yet played out and yet not
considered to be within the presentation buffer is very small.

A presentation buffer accommodates unevenness is
receiving and playing back media, storing received media
data until it is consumed. After the media data is consumed,
it can be deleted or will continue to be stored, depending on
configuration. In some implementations, the size of the
presentation buffer (as might be measured by the number of
bytes of data that can be stored in the presentation buffer)
might vary over time. For example, the presentation buffer
might be dynamically allocated from a shared memory as
needed.

In many examples described in detail herein, it might be
assumed that the presentation buffer is characterized by a
size. In the case of a fixed memory size dedicated to the
presentation buffer, that size might be measured by the
number of bytes that can be stored in the available memory.
Where the presentation buffer is allocated dynamically, the
“size” attributed to the presentation buffer could be equal to
the number of bytes presently allocated to the presentation
buffer, the maximum number of bytes that could possibly be
allocated to the presentation buffer, or some other suitable
measure. The presentation buffer size is also sometimes
measured in terms of the presentation time play out duration
of the media currently available in the presentation buffer.

The presentation buffer also has another characteristic, its
“level” or “fill level.” The level of a presentation buffer
represents how much unconsumed media data is present in
the presentation buffer, for example measured in bytes or
presentation time duration. The level is expected to go up as
media data is received and go down as it is consumed. It may
be that the level is only logical—for example, the presen-
tation buffer might be constantly full of media data but with
some of the media, e.g., already consumed media data,
marked for overwriting as new media data is received. Some
receivers might be programmed so that an “empty buffer” is
a condition where there is zero unconsumed media data and
a “full buffer” is a condition where 100% of the presentation
buffer is filled with unconsumed media data. Other receivers
might have other bounds such that the level ranges over a
range smaller than 0% to 100% of the presentation buffer
size. In the case where shared memory is used and is only
ever allocated the presentation buffer when unconsumed
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media data is stored there, it might not make sense to use the
dynamically allocated size of the memory of the presenta-
tion buffer as the denominator when indicating a level ratio,
as the presentation buffer would, by definition, be constantly
full. Instead, the level of the presentation buffer might be
measured as the ratio of the amount of unconsumed media
data in the presentation buffer divided by a maximum
allowed size for the presentation buffer.

1. Overview of Client Components

Referring again to FIGS. 1-2, various components of an
example client are illustrated.

The SC keeps track of metadata, such as information
about what representations are available, and what their
fragments are. The SC is also responsible for buffering
media data that has been received over the network and for
handing it off to the media player. The SM is responsible for
deciding what representations are to be downloaded at what
point in time, and for making rate switch decisions. Finally,
the RA is in charge of downloading the media fragments,
given precise URL and byte-range information as provided
by the SC.

The SM is the software component that is responsible for
rate switching decisions. One of the SM’s goals is to pick the
best content for the given situation. For example, if there is
a lot of bandwidth available, high download rates can be
achieved, and so the SM should pick a high rate represen-
tation. If the download rate drops significantly, the chosen
high representation may no longer be sustainable, and so the
SM should switch to a lower representation rate, more
appropriate for the conditions. The SM should switch rates
fast enough to avoid draining the playback buffer completely
(since that would cause a playback stall), but at the same
time to try not to switch too hastily or too often. Further-
more, it should aim at requesting the highest quality content
that can be downloaded over the network and played back
without stalling. The SM can be extended to take factors
other than the download speed into account in its decision
making process. It can potentially account for things such as
battery life, display size, and other factors when making
representation decisions. Such further constraints can be
added as filters to the SM, and do not affect the basic rate
decision computation described herein.

A typical, high-level, operation of the client will now be
described. Suppose a user requests a particular media con-
tent, such as a live sports broadcast, a pre-recorded movie,
an audio stream, or other audio-visual or other content,
possibly involving media types other than video and audio.
The client would supply that request, perhaps through a user
interface or a computer interface, to the SM. The SM would
request from the SC and receive indications about which
representations are available, what p-time spans are covered
by which fragments, and where the switch points in the
representations are located. In addition to that, the SM may
have some information about the short term download rate
at its disposal—as explained below, the RA reports this data
to the SC and the SC reports or provides this to the SM.

The SM uses that information, together with past history,
to estimate a sustainable rate and choose an appropriate
switch point within a representation and amount of media
content to download from that representation starting at that
switch point. As the downloads are progressing and media
content is played back, the SM uses information supplied to
decide whether or not a rate switch is in order. If a rate
switch is not in order, the SM tells the SC to continue
fetching fragments from the current representation. If a rate
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switch is in order, the SM looks at the potential switch points
and decides what fragments from what representations need
to be fetched to make the desired switch. The SM then hands
that information to the SC. This exchange between the SC
and the SM is done periodically, whenever a decision on the
next section of video to be downloaded is to be done. In
order to make good decisions, the SM monitors the buffer
level, and in some cases the SM may decide that the buffer
is full enough, and no fragments need to be downloaded for
some period of time.

Once the SM has decided on a fragment to download, the
SC is in charge of getting the RA to actually download the
fragment, to keep the downloaded fragment in the media
buffer, and finally to hand the media data in the media buffer
over to the media player when the time has come to play it
out.

The SM is no longer actively involved in those fragments
it has told the SC to download. However, the SM can, even
after the download of a given fragment has already begun,
change its mind and cancel a fragment request that it had
previously issued. This functionality is useful in cases where
it turns out that the download rate has dramatically dropped
and that the fragment being downloaded is unlikely to be
available by the time the media buffer is completely drained.
If that condition occurs, the SM should detect it, cancel the
request and switch to a more appropriate rate instead.

Once the SC receives a fragment handle from the SM to
fetch, it looks up the URL and byte range of the correspond-
ing fragment in its data structures, and uses that to create a
request which it hands over to RA. It is also responsible for
retrieving the response data from RA, and transforming the
received media fragments to a stream that is playable.
Finally, the SC is in charge of parsing and keeping track of
metadata, such as the data obtained from the MPD, the
segment index (sidx) boxes, or in the case of Apple’s HTTP
Live Streaming (HLS), the play lists.

The RA is a component that takes fragment and metadata
requests received from the SC, creates corresponding HTTP
requests, and sends those out over the network connection,
retrieves the corresponding responses and hands those back
to the SC. The network connection could be an internet
connection, a cellular-based connection, a WiFi connection
or other network connection able to handle HTTP requests
and responses. The network connection may be internal
within a single device, i.e., it may be an internal interface to
media data already cached within the device. There may also
be many combinations, i.e., some of the media content may
be downloaded from a wired internet connection, some over
a cellular based connection, some over a WiFi connection,
some from local cache. In some cases a connection over
which media data is downloaded may be mixed, i.e., parts
are over cellular, parts over WiFi, parts over wired, etc. The
particular requests can be other than HTTP in some
instances, but HTTP is preferred where the servers serving
the media content are HTTP servers.

In its simplest form, the RA is an HTTP client. However,
it might be desirable for the RA be more efficient than a
generic HTTP client. One goal of the RA is to achieve a high
enough download speed; it should aim at downloading
significantly faster than what the selected playback media
rate is. On the other hand, it should also be careful not to
penalize timeliness for raw throughput: Fragments that are
soon to be played out are more urgent than other ones further
behind, and RA should attempt to receive them in time.
Therefore, it may be necessary to sacrifice some throughput
for timeliness. The RA should be designed to work well in
all reasonable network conditions.
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A basic design of the RA is one that uses several con-
nections and possibly also FEC (forward error correction) to
obtain the best results. Thus, the RA will typically need to
manage more than one open HTTP connection. The RA will
dispatch requests onto those connections. The RA may, in
some circumstances, split requests into a set of smaller
requests. When receiving the corresponding responses, the
RA then reassembles the data into a coherent response. In
other words, the RA is responsible deciding the granularity
of the HTTP requests to send out, to which connections to
dispatch the requests to, and to decide which portions of
source fragments or repair segments to request. The granu-
larity of those requests can depend on a number of things,
such as buffer level, urgency of a request, the number of
available connections, etc.

Each request sent out by the RA is an HTTP request either
for metadata, or for part or all of a fragment request that has
been passed to the RA by the SC. It may be a request for
either source media data or repair data generated from the
source media data. The responses to the RA requests gen-
erated from an SC fragment request should be sufficient, in
most cases, for the RA to reconstruct all the media data in
the fragment request, which the RA can then pass back to the
SC. Thus, the RA is responsible for assembling the
responses from the RA requests associated with a media
fragment request back into a response to the fragment
request provided to the SC. The assembling by the RA may
include FEC decoding, if for example there are some RA
requests for FEC repair data.

In addition to managing HTTP requests, the RA measures
the download speed over short term periods, over time slices
of some sampling rate. An example sampling rate is 100 ms,
i.e., that the RA measures download speeds over 100 ms
periods. This data is used by the SM to compute its down-
load speed estimates, and ultimately make rate decisions.
Other sampling rates are possible as well.

The RA does not need to know about metadata such as the
DASH media presentation description (MPD) or about seg-
ment structures. In a specific implementation, the RA uses
several simultaneous instances of a HT'TP stack implemen-
tation to implement HTTP retrieval over several connec-
tions, even in some cases over different types of connections
to similar or different servers.

The RA is responsible for letting the SC know when a new
request can be accepted. The SC calls the SM to determine
the next fragment to request and provides the RA with the
appropriate request. The RA also provides some status
information. The RA may regularly provide the short-term
download speed, and the total time spent downloading, to
the SM via the SC. The SM can also poll the RA for this
information, indirectly via the SC. In addition to that, RA
also informs the SM about what percentage of each indi-
vidual request has been completed already. This information
is similarly provided with an API that the SM calls to
retrieve it.

There should be a very tight data flow between the RA,
the SC and the actual media pipeline, with as little buffered
data within the RA or SC as possible (aside from the
intentional media buffer). The same is true for HTTP
requests in their various forms; the SM should have to
decide on a fragment to request only an insignificant amount
of time earlier than when the actual corresponding HTTP
requests are sent out over the network. One reason is that the
further in advance the SM has to decide on a request, the less
accurate and up to date its information is, and consequently
the lower quality its decision will be.
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The SM submits requests to be issued one at a time.
However, the SM can issue new requests also if not all
previous requests are completed; concurrent requests are
allowed. The SC passes the requests to the RA in the order
that the SM issues them. The RA then takes care of con-
current processing, and makes sure it hands the received data
back to the SC.

Concurrent requests make it possible for RA to implement
HTTP pipelining. Indeed, even an RA that makes use of
multiple connections fits into this scheme.

1.1. The Stream Manager (SM)

The SM determines when to request fragments, and which
fragments to request in response to a combination of user
actions, network conditions, and other factors. When the
user decides to start watching content, the SM is responsible
for determining the first fragment to request for that content
starting from the p-time specified by the user or by the
service offered. For example, some live streaming services
may require all users to be viewing the same p-time portion
of the media content at the same r-time, whereas other live
streaming and on-demand services may allow flexibility to
the end user or application about which p-time to play back
at which r-time. When the media buffer becomes full, the
SM temporarily suspends providing further fragment
requests. The SM is responsible for deciding at which
quality to playback the content at each point in p-time,
depending on network conditions and other factors, such as
the size of the display, the remaining battery life, etc.

When the SM deems that it is appropriate to provide a
fragment request, the SM can only provide a request if the
RA is ready to receive and process fragment requests. The
SC determines when this is the case by polling the RA, and
forwards this information to the SM.

When the RA is ready to receive the next request, the SM
decides whether a new request should be issued and chooses
the next fragment to request. The SM makes requests for
media data one fragment at a time. The SM is responsible for
requesting fragments that allow the timely and seamless
playback of the content. A playback change in representa-
tions can occur generally only at switch points, and there
may be multiple fragments between two consecutive switch
points; the SM respects that restriction.

Generally, the SM attempts to only request fragments for
which it is reasonable to believe that they will be received
in time for smooth playback. However, given that network
conditions can sometimes change drastically very quickly,
this cannot be guaranteed in all circumstances. Therefore,
the SM also has the ability to cancel requests. The SM will
cancel requests if congestion is detected and there is a
significant risk of stalling if no action is taken. Stalling is a
possibility if no action is taken, for example if the download
rate suddenly drops precipitously due to deteriorating net-
work conditions shortly after a fragment request is issued.

The SM keeps track of the representation, R, and the end
p-time, E, of the most recent previously chosen fragment.
The SM typically chooses to request a next fragment that has
a start p-time of E'=E. Some variations might have the start
time determined from the buffer level and the current
playback time.

The SM produces a sequence of requests that are intended
to produce a stream that can be played back smoothly if the
potential overlap at the switch points is discarded. The order
in which the SM creates requests is the same as the order in
which RA should prioritize (though not necessarily issue)
them. This is also the same order in which the RA hands the
received data back to the SC, and in which the SC should
play it out.
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If the SM decides that it needs to switch rate, there are two
processes to do this, in the general case. In one process, the
SM looks for a switch point (also sometimes referred to as
a “random access point” or “RAP”) P in the new (“switch-
10”") representation with p-time less than or equal to E and
once such a point has been identified, the SM starts request-
ing fragments in the new representation. The second process
is one of looking for a switch point, P, with p-time later than
or equal to that of E and continue requesting fragments in the
old (“switch-from”) representation until a fragment with
end-time beyond P has been requested. In either case, it may
be useful to signal the switching to the SC.

Note that both these processes have the property that
some overlapping data may have to be downloaded. There is
a stretch of p-time for which the data may need to be
downloaded for both the switch-from representation and the
switch-to representation.

Which of these switching processes is favorable depends
on the situation. For example, it can be that in some specific
situation, the overlap for one of the processes is unreason-
ably large, while it is quite short for the other one. In the
simple case where all the fragments are aligned across
representations, and all the fragments start with a RAP, these
switching processes reduce to a simpler method, wherein the
SM just switches by requesting the next fragment from the
switch-to representation instead of the switch-from repre-
sentation. Note also that in this case, no overlapping data
needs to be downloaded.

1.1.1. SM Fragment Decision Process

This section describes an SM fragment decision process
to decide which fragments to tell the SC to request. In these
examples, a single representation group is assumed, but the
examples can be extended to address processes that use
multiple representation groups, e.g., choosing a video rep-
resentation out of a video representation group and an audio
representation out of an audio representation group.

The next fragment chosen by the SM typically has a start
p-time that is the end p-time of the previous fragment
request. Below is described some detailed logic that might
be implemented in the SM for choosing the next fragment to
request.

In the examples that follow, assume that fragments start
with RAPs and are aligned between representations. If that
is not the case, variations of this description are possible. If
those conditions are present, the fragment decision of the
SM reduces down to a rate decision, i.e., the SM decides
whether to stay on the current representation, or to switch to
a different one. In the more general case, where fragments
are not necessarily aligned across representations and might
not start with RAPs, the decision is similar, but the cost of
switching higher, and that might be taken into account.

The SM representation process comprises two logically
separate processes: a first process is the rate estimator, which
computes the approximate sustained download rate from the
short term samples that the RA provides, and the second
process is a decision process that makes use of this estimate
to make the switch decisions.

2. Rate Estimation Process

An adaptive bitrate streaming client generally uses a
download rate estimator module that is used later by the rate
decision module for choosing the right bitrate media. With
this approach, when the download rate is large, higher
quality media can be streamed. A change in download rate

10

15

20

25

30

35

40

45

50

55

60

65

12

can trigger representation switches. The quality of the rate
estimate has a big impact on the quality of the streaming
client.

A good rate estimator for an adaptive video streaming
device should have a number of properties. First, it should
have little variance, even if the short-term download rate
varies a lot. Second, it should adapt to rate changes on the
underlying channel quickly. When the channel rate drops
significantly, the estimate should reflect that fact quickly, so
that the device can adjust the quality accordingly without
stalling. Correspondingly, an increase in video quality
should be observed quickly, so that better quality content can
be fetched.

Satistying those two requirements may require trade-offs.
Typically, an estimator with small variance will have a large
reaction time and vice versa. For example, consider a simple
estimator that could be used in a device. That estimator
would take the moving average over the last X seconds of
download, for some fixed X. Picking a large X, for example,
X=30 seconds (s), would result in a relatively smooth
estimate with little variance, but it would only react to
download rate changes slowly. If such an estimator was used
for rate decisions, the resulting player might frequently stall
on bandwidth drops, or fail to timely switch to a higher
bitrate when it would be safely possible to do so. For these
reasons, an implementation might pick a smaller X, say X=3
s. Such a choice will result in much quicker rate adjustment,
but at the expense of stability. The rate estimate would vary
a lot, and the player might therefore very frequently change
the video playback rate, resulting in bad user experience.

In FIG. 5, the bumpy curve is a raw download rate, with
a lot of short-term fluctuation. The rate estimator is a
smoothed version of the bumpy download rate. On a rate
change, it converges to the new sustained rate, and remains
similar to it as long as the rate does not change.

One of the desired properties is that if there is little buffer
level, the adjustment is quick, which causes a fast adaptation
of the rate, so that the presentation buffer does not empty
before adjustment when the download rate is dropping. If
there is a lot of media data within the media buffer, on the
other hand, the rate estimate should be smoother with slower
adjustment. When there is more media data in the media
buffer, the play out rate should tend to remain higher for
longer periods of time when the download rate is dropping
than when there is less media data in the media buffer.

The rate estimation process presented hereafter, called
pker, pker process, or pker-type process, reacts quickly to
rate changes, but is also stable, satisfying both the require-
ments for low variance, and high reactivity.

2.1. A pker Process

This section describes a rate estimation process that is
referred to herein as pker, a pker-type process or just a “pker
process”. A basic rate estimator bases its estimates solely on
short-term rate measurements, using one method or another
to compute a longer running average from that. The basic
moving window average (“MWA”) as described above is an
example of such a process.

FIG. 6-7 illustrate effects of using a non-adaptive (fixed
coeflicient) exponential weighted average for rate selection
purposes. Those plots assume, for simplicity, that a new rate
estimate triggers a new download selection immediately
(i.e., the fragments are relatively tiny), and the new rate
selection is simply the rate estimate.

FIG. 6 illustrates the r-time aspect. As shown there, the
x-axis is the download time (real time). When a dramatic
rate increase occurs at time T1, the buffer starts growing
very quickly, because video data is being downloaded much
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faster than it is being played out. The EWMA estimate
gradually converges to the true rate.

FIG. 7 illustrates the p-time aspect of the same event. In
the figure, line 702 depicts the bitrate that is displayed on
screen. The rate adjusts much more slowly than in the r-time
picture of FIG. 6. The speed of convergence for the p-time
compared to the r-time is slowed down by a factor of NR/OR
in the beginning (since the player received about NR/OR
seconds of video per second of downloading at that point).
Thus, the net effect is that the media can play out at a rate
that is much lower than the download rate for a significant
amount of p-time when using this type of rate estimator.

If the rate is estimated for the purpose of streaming media,
an estimator can take advantage of other pertinent informa-
tion. In particular, the buffer of the media player is of
interest, or in general the download history of the media
player (farther into the past than what is in the current
buffer), including the information of how long it took to
download each media segment, either buffered, or already
played out.

An implementation can for example use an MWA esti-
mator, but choose the window size as a function of the media
buffer.

If the buffer level of the media player is high, the player
is not in immediate danger of stalling, and so a long term
estimate can be taken, using a large window, which will
result in a more stable estimate. If the buffer level is low, on
the other hand, the player should react quickly, and this
suggests that shorter averaging windows are a better choice
in this case.

So an implementation of a rate estimation process might
use a varying window width, using an r-time window width
proportional to the amount of p-time in the current media
buffer (that is, the current amount of p-time downloaded and
not yet played out).

Another implementation might choose the window width
to be proportional to the number of bytes contained currently
in the media buffer.

An implementation may also inspect the content of the
buffer itself, rather than just its level. For example, if it
determines that a big part of the buffer was downloaded in
a time much shorter than what the playback duration of that
same content is, this suggests that the download buffer is
growing quickly, and a rate estimator might hence conclude
that the estimates need to be adjusted.

Similarly, a rate estimator might track the change rate of
the buffer level, and take fast change in the buffer level as
indications that the rate estimate needs to be adjusted
quickly.

FIGS. 8-9 illustrate the behavior in the same scenario as
FIGS. 6-7 when a variable window size weighted moving
average (“WMA”) filter is used. In the examples, a “pker”
process is explained as programming code as such a variable
window size WMA filter. The pker process might be embod-
ied as program instructions executed by a processor.

In FIG. 8, a line 802 is the pker rate estimate in the case
where the underlying channel has a sudden rate increase
from the rate OR (old rate) to the rate NR (new rate). The
amount of r-time it takes for the rate selection to adjust to the
new rate is proportional to OR/NR. The larger the increase
is, the quicker the adjustment will happen in real time. As
illustrated, at time T2, Buff@T2=2*Bufi@T1 and T,,,~OR/
NR*Buff@T1.

FIG. 9 displays the playback behavior in p-time. It takes
about one buffer duration (the amount of p-time that was in
the buffer when the rate increase happened) for the pker
estimator to adjust to the new rate, i.e., the pker estimator
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has adjusted to the new rate by the time that the media buffer
has an amount of media content with p-time duration B
added to the media buffer, where B is the p-time duration of
the media content in the media buffer at the time of the rate
increase to the new rate.

A particular process that does this will now be described.
The process determines how much r-time it took to down-
load the last y;-fraction of the playback buffer, where y, is
an appropriately chosen constant. For example, this might be
the complete time it took to download the entire current
playback buffer (y;=1), or the time it took to download the
last half (y,=0.5) of the playback buffer. It is also possible
that y,>1. Let T, be the amount of r-time it took to
download that last y,-fraction of the playback buffer. An
estimated download rate can be computed by estimating the
download rate over the previous T, seconds of download
time. Note that other values of the y, are possible. As
explained herein, different values can serve different goals.

This kind of windowed average over a T, wide window
has the remarkable property that it will detect rate increases
quickly. In fact, if a value y,<1 is used for determining T,
then the estimator has the property that if the rate increases
by any factor at a certain instant of time when the p-time
duration of media content in the media buffer is B, the buffer
will grow to at most a limited multiple of B before the rate
estimator converges to the increased rate.

A more elaborate rate estimation method can combine the
two approaches mentioned above. It can in particular use the
minimum of the buffer level B and T, as the averaging
window width, i.e., the amount of r-time over which to
average the download rate. More generally, the download
rate can be averaged over the previous r-time of the mini-
mum of y;B and T, where v; is an appropriately chosen
constant. Such a choice will have the property that it will
react quickly when there is a rate drop with a danger of
stalling, because in those cases, B is the minimum and the
averaging will be over r-time proportional to the p-time
duration of the media content in the media buffer, and thus
by the time the media buffer drains halfway the rate estimate
will be the new rate. For example, suppose at the time of the
rate decrease the media content duration in the media buffer
is B, and the download rate decreases so that the download
rate is a fraction a<1 of the playback rate of the selected
presentation before the download rate decrease, and that
pessimistically the playback rate of the selected representa-
tion does not decrease until the rate estimate reduces to the
new download rate. Then, as the download continues for an
r-time of X beyond the time when the rate decrease occurs,
the buffer level is B=B-x+a.x, i.e., X p-time drains from the
media buffer and a-x is downloaded into the media buffer.
The rate estimate will be the new rate at the point tin time
such that x=B', i.e., at the point in time when the media
buffer level in p-time is equal to the r-time for which the
download has been at the new rate, because at this point in
time the estimate over the previous r-time of downloading
will be the new rate since during this entire time the
download has been at the new rate. Solving for x in the
equation x=B'=B-x+a-x yields x=B'=B/(2-a.), i.e., the rate
estimate will reach the new rate when the buffer B' is still at
least B/2. If instead the rate increases significantly at some
point in time then T, will be the minimum and the average
download rate over the previous T, r-time will be signifi-
cantly higher than the average over the previous B r-time.

We now give a detailed description of an example of the
pker rate estimation process based on this construction. It
uses short term rate measurements, which can be obtained
from a download module, such as the Request Accelerator
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(RA), and buffer information to compute an estimate. The
buffer information is used to determine the window width
over which the short term rate measurements to get a useful
estimate.

FIG. 10 illustrates how the pker rate estimator evolves
when the download rate drops precipitously. As soon as the
rate drops, the buffer level starts dropping. The rate estimate
starts adjusting, too. The rate estimate reaches the new rate
(NR) at the latest when the buffer level has dropped by a
factor of two. In the example, no intermediate rate decisions
are made, so Buff drops linearly. If intermediate decisions
were made, the descent of Buff would gradually slow down.

A design goal of a pker process is to use large enough
averaging windows to avoid having noisy numbers, yet short
enough numbers for it to be reactive. The pker process
achieves this goal by using a windowed average with a
dynamically changing window size. The RA maintains sev-
eral variables in memory for use by the pker process,
including B, the level of the playback buffer (in p-time),
process parameters vz and y,, and T, the saved value for
the r-time it took to download the last y,~fraction (in p-time)
of the buffer, and R, the average download speed over the
last C duration of downloading in r-time, where C=max
(STP, min(y'B, Tg,,,)) with STP being a minimal acceptable
window size, which should exceed the sample time period
(such as 100 ms, for example). In some embodiments, yz=1
and v,=0.5, but other values are possible, and result in
qualitatively similar behavior, so long as both are positive
and v,<1. A small y5 causes the pker process to react quickly
to rate reductions, while a small y, causes it to react quickly
to rate increases.

As explained herein, in order to compute the download
speed over a duration of C, the SM uses the download speed
information periodically provided by the RA. For that pur-
pose, the SM may keep a history of the download speed
information provided by the RA. The duration over which
the average is taken is at most y5 buffer durations, which
effectively limits how much history needs to be kept when
there is an upper bound on the media buffer level.

Note that if the selected play out rate is approximately
equal to the download rate, the buffering value, C, is of the
order of a buffer duration, since if it takes the same amount
of time to download the stream as it takes to play it out, we
have T, ~y,-B. Choosing something of the order of the
buffer level in r-time is a natural choice for a smoothing
interval for the download rate estimate, since that is the
amount of foresight a streaming client must have if it wants
to avoid stalling.

In one simple implementation, the averaging window
width is proportional to B, the amount of p-time contained
in the video buffer. Such a choice protects well against
stalling, but has a drawback: If the download rate is k times
the rate of the selected media, every second of downloading
results in k seconds of p-time of media being downloaded,
causing the rate estimation to adjust really slowly. For
example, if k=10, and there are 10 seconds of buffer, then the
rate estimator would download about k-10 s=100 s of p-time
before adjusting, which is a very long time. This motivates
introducing the T, parameter into the pker methods. In
fact, matters can be even somewhat worse if an exponen-
tially weighted moving average is used for smoothing, since
such filters have infinite impulse response. For this reason,
a pker process uses a finite impulse response filter instead.
A plain moving average works; an implementation may also
use more elaborate weighted moving averages.

FIG. 13 illustrates this last point. It shows a comparison
of a simple (fixed-width) moving window average to an
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exponential weighted moving average. The graph illustrates
that when a rate change is seen, the fixed window moving
average might at first converge more slowly to the new rate,
but it will converge within one window duration. The
exponential weighted moving average tends to move quickly
in the beginning, but in later stages it converges only slowly.
Unlike the windowed moving average, it does not converge
within a fixed window, but instead takes a time logarithmic
in the magnitude of the rate change to converge.

With yz=1 and y,=0.5, the pker process can provide
various guarantees. For one, if the download speed drops by
any factor, the estimate is adjusted to the new download
speed within the time it takes for the buffer to shrink to half
its original duration. For another, if the download speed
increases by any factor, at most one buffer worth of addi-
tional p-time will be downloaded before the pker process has
converged to the new rate. Straightforward calculations will
show that similar constant-fraction guarantees hold for any
choice of 0<y, and O<y,<l.

One approach to computing the buffer level, B, is as
follows. Let T be the current playback p-time of the media
player, and letF, |, . . ., F, , be the fragments that have been
or are being downloaded and not yet played out in repre-
sentation group i, sorted in increasing start time. Any
fragment of group i that is still being downloaded is among
Fi1s ..o, By, Let o(F, ) be the fraction of fragment F, ; that
has been downloaded, such as the number of bytes of
fragment F,; already downloaded divided by the size of
fragment F, ; in bytes. The values for o(F, ;) for the various
i and j can be calculated by the RA and passed to the SM.
For a given group i, we define the current total amount of
downloaded p-time to be as in Equation 1.

N; (Eqn. 1)
Ty, := staritime(F;;) + Z duration(F; ;)- a(Fj ;)
=

To compute an overall T,-value from the results of
Equation 1, the DASH client considers weighting factors,
w', of each group, which are determined from the MPD
(Media Presentation Description metadata) and the number
of representation groups, G, and performs the calculation of
Equation 2. The buffer level B is then defined to be B:=T,-T.

(Eqn. 2)

-
i

gl
EN
33

Equation 2 captures also the part of the buffer belonging
to the fragments currently being played out. Note that this
definition also works if several fragments are downloaded at
once.

To compute T, the SM keeps some history in the
general case. Let T, be the total amount of r-time the RA
spent (trying to) download media, and let Z be the total
amount of bytes downloaded by the RA. The value of T, is
computed by the RA. The SM keeps a history, H, of tuples
(T, 7, T,"), sampled at regular intervals (e.g., every 100
ms), fori=1, 2, . .., K, where the K-th observation is the last
one. We assume the history is stored in observation order; so
we have TlesTszs .. sTpJK aswellas T,'<T < ... <T~%,
and 7'=7’< <7~

Now, to compute T, assume that B has already been
computed with the method given above. Then, the RA
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determines j such that the inequality of Equation 3 is met, for
example by searching the history with binary search.

TE-T <y B<T5-T (Eqn. 3)
Then T, =T X-T7. It should be noted that it is not

‘ast
necessary to keep an infinite history around, only enough for
the T, values to span more than a y-fraction of the maximal
buffer duration.

FIG. 15, along with the zoomed-in variant of FIG. 16,
illustrates how the values B and T, , used by the pker
process can be determined from the history of recorded (T,
T,) values. The drawing illustrates the case where r-time and
p-time progress equally fast (there are no download inter-
ruptions), and thus the playback time (p-time) is a 45 degree
slope line of the download time (r-time). The history of (T,
T,)-values can be plotted in the graph, resulting in a curve
that, if no playback stall occurred, is strictly above the
playback time line. The buffer level B is then the difference
of the last recorded T ,-value to the playout time. The value
of T, can be seen in this graph by measuring the horizontal
distance to the (T,, T,)-curve at a level of y,-B below the
current (last) T ,-value.

FIG. 11 uses the same kind of presentation as FIGS. 15-16
to illustrate responses of a pker process to sudden increases
in rates. T, is relatively small when the receive rate sees a
sudden increase to which the player has not yet reacted. It
illustrates the fast response to high receive rate. Note that the
averaging window is entirely within the high rate portion of
the graph, since it is relatively narrow. Therefore, at this
point, the pker estimate has already converged to the longer
rate.

FIG. 12 again uses the presentation of FIG. 15 to illustrate
the variable window size WMA filter (e.g., pker) response to
a rate drop. In this case, T, becomes relatively large, but
the buffer drains, so B becomes small, causing the averaging
window to fall entirely within the low-rate area after some
draining time. As illustrated, the width, B, of the averaging
window is such that B is smaller than T, ,, but the estimate
still converges to the new lower rate before the buffer is
completely drained.

FIG. 14 is a flowchart of a pker rate estimation process.

Once the values of T, and B are computed, the value of
C follows easily and the last step is that of computing the
rate R over the past window of duration C. For that purpose,
the 7’ and T, values in the history are used.

In order to compute the rate over the interval C, the SM
or RA does the following: (1) finds the largest j such that
T E-T/>C, and then (2) computes the average download
rate as in Equation 4. If no such j exists in the first step, the
SM or RA sets j:=0, i.e., the oldest known observation. The
value of j can efficiently be determined by binary search.

Kz (Eqn. 4)

Ri= ——
TK - TK

Each group has an associated weight, w, that corresponds
to the fraction of the total bandwidth that is expected for that
group to consume. It is a function of the information
provided by the MPD, preferably after non-useable repre-
sentations are filtered out. Herein, a proposed definition of
the weight w of group g is w(g):=maxrate(g)+minrate(g),
where maxrate( ) is the maximal playback rate in group g
and minrate( ) the minimal one.

From the weights w, the SM or RA can compute the
normalized weights w' as follows. Suppose the client wants
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to stream the groups 1, G, then the normalized weights are
the weights divided by the sum of all weights, as in Equation

(Eqn. §)

The normalization is intended to be made over the
weights that are actually streamed. For example, if there is
a group which is not being streamed, then it should not be
taken into account.

Some assumptions are made in the operation of this pker
process. For example, the buffer levels of the individual
representation groups should be kept relatively close
together. The pker process works better that way. For
example, suppose one group has a very large buffer, and
another one a very small one, and both have a similar
weight. In such a case, it would be necessary to have quickly
adjusting rate estimates, since for a small buffer that is
necessary to avoid stalling when conditions change. But the
pker process would still happily smooth out its estimates as
if acting for a much larger buffer. Conversely, for the larger
buffer, the measurements would have a somewhat high
variance, for what the buffer level allows, and thus result in
nervous rate decisions.

In some cases, having representation groups with big
differences in buffer level is unavoidable. For this reason,
another implementation can use a variant of the pker method
that adjusts rates quicker when some buffers are very small,
thus protecting a bit better against stalls in such cases. Such
an implementation can compute T, the same way as
previously, but set the window size to C=max(STP, min
(Tpser T =L T, =T, .., T, 4~T)).

Other variants of these download rates estimate include
using an independent pker estimate for each representation
group to make decisions for that group.

3. Fetching Strategy

Streaming video players generally have a limited media
buffer. It is therefore expected that in normal operation, the
buffer full state may eventually be reached. When the buffer
reaches full state, the streaming module should throttle the
media input to avoid overfilling the buffer. An easy way to
do this is to wait whenever the buffer is full until the buffer
has drained enough to be able to hold the next fragment, and
then resume fetching.

The effect of this method is that each fragment will be
fetched individually, and there is a time gap between each
fragment request, namely the amount of time it takes to drain
enough of the buffer so that the next fragment fits and can
be requested.

The TCP protocol automatically adjusts its download rate
based on current network conditions. When a download is
initiated over a TCP connection, the initial download rate is
typically very slow, and increases as the TCP protocol
probes to see if a higher download rate can be achieved.
How fast TCP increases the download rate, and how TCP in
general reacts to the properties of the end-to-end TCP
connection, is quite complicated and depends on a number
of factors, including the inherent end-to-end network laten-
cies, the buffer capacities of network elements along the
TCP delivery and acknowledgement paths, the competing
traffic along these paths, what variant of TCP is in use, etc.
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Generally, TCP starts at a slow download rate and increases
its download rate over time, and thus the average download
rate of the TCP connection over the entire download time
only approaches the sustainable TCP download rate when
the entire download time is substantial. For example, if the
sustainable TCP download rate is 1 megabit/second and the
TCP connection starts at download rate essentially zero and
increases linearly over time to 1 megabit/second over one
second, then the average download rate over the first second
is 500 kilobits/second, and it takes 10 seconds of download-
ing for the average download rate to achieve 95% of the
sustainable download rate. For this reason, a fetching strat-
egy that has many downloading gaps between requests is not
ideal, where the download gaps are periods of time between
the completion of one download request and the start of the
next download request. Even when the gap between down-
load requests is zero is non-ideal, as typically TCP takes
some period of time to ramp up the download rate for the
next request after the completion of the previous request.
After each gap, the sustainable throughput may have to be
achieved anew, which reduces the overall achieved average
download rate.

Such a reduced rate can lead to smaller rate estimates, and
hence the selection of smaller media rate. This in turn results
typically in smaller (in terms of size in bytes) media frag-
ments being downloaded, which further increases the rela-
tive magnitude of the gaps, resulting in a potentially even
smaller playback rate to be selected. In other words, the
effect is self-amplifying.

It is therefore advantageous for a DASH client imple-
mentation to use a process that minimizes the impact of this
issue.

An implementation can download media data continu-
ously, and then periodically drain the buffer level as follows.
Whenever the amount of requested but not yet played out
p-time, exceeds a preset high watermark, M,,, then the SM
no longer issues any requests until the buffer level drops
below a low watermark M,. In a specific implementation,
M,,=20 seconds and M,=10 seconds, but in other implemen-
tations, those values could be lower or higher. After the drop
below the low watermark, normal operation is resumed, and
the SM starts emitting fragment decisions again.

Another implementation could use watermarks specified
in bytes rather than presentation time to achieve a similar
effect.

The fact that the buffer is periodically draining can be
used by other parts of the system to their advantage. For
example, it can be used to obtain fresh estimates of the RTT,
as explained in section 6.1.2.

FIG. 17 illustrates the behavior of a “watermark” fetching
process. The top graph is the buffer level graph in which the
alternating pattern of draining periods and fetching periods
is visible. The download rate is displayed in the bottom
graphs. In the beginning of each fetching period, TCP takes
some time to get to the sustainable maximum speed, and
therefore the average download rate (during the fetching
periods) is smaller than the maximum achievable download
rate. The larger the difference between low and high water-
mark, the longer the fetching periods are, and the higher the
average rate.

4. The Rate Selection Process

When starting to request media data, the streaming mod-
ule (SM) uses some method to make the first play out rate
choice. It could take the lowest available rate, or it could for
example keep a history of network conditions and then
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determine an estimate of which play out rate to choose that
can likely be sustained without stalls based on this history.
When the SM is already receiving data and thus has a rate
estimate R at its disposal (such as for example one of the rate
estimates computed with methods from section 2), it then
makes decisions to stay at that rate or change representa-
tions.

A simple rate decision process will now be described. The
receiver determines the highest bandwidth representation
with a playback rate lower than the estimated download rate
R, and picks that as the representation for which to play out
(play back) data. While straightforward, this approach has a
number of problems. First, it does not naturally cause small
media buffers to grow, and is therefore susceptible to stalls
even when the download rate only varies little. Second, a
varying estimate R will lead to rapidly changing rate deci-
sions, which might not be necessary and can be visually
disturbing. Third, it leads to a startup time which is at least
approximately the duration of a fragment, and therefore
generally a few seconds.

A DASH client may therefore implement a rate decision
process that bases its rate decisions not only on the down-
load estimate R, but also on the buffer level B (that is, the
amount of p-time buffered and not yet played out), and
variables that depend on the content, such and the change
rate D, which is an estimate of the p-time duration generally
between two consecutive switch points.

Thus, one implementation may pick as the decision rate
the largest playback rate proportional to R, where the
proportionally factor is a function of the buffer level.

Typically, the proportionality factor A is an increasing
function of the buffer level. An implementation could make
A an affine function of the buffer level, for example.

If A is a function of the buffer level, an implementation
can choose A to be small when the buffer is empty or small.
Such a choice is advantageous, since it will cause small
buffers to grow, and it will also provide some safety against
stalling when the download rate is not predicted accurately.

For larger buffer levels, an implementation can choose
values of A close to, equal to, or even exceeding 1. That will
ensure that a high play out rate is chosen to be downloaded
when there is no immediate risk of stalling, leading to high
quality media being streamed in the steady state.

The rate decision process may implement a A that is a
piecewise affine function of B rather than just a simple affine
function. Piecewise affine functions can approximate arbi-
trary continuous functions to any desired degree of preci-
sion, which makes them a suitable choice. Any other param-
etrizable class of functions with the same property could be
chosen instead.

Another implementation might make A a function of the
buffer level in bytes, rather than the buffer level in p-time.

Yet another implementation makes A a function not only
of the buffer level B, but of both the buffer level B and the
frequency of switch opportunities. The reason for doing so
is that a player with fewer opportunities to change the rate
will commit itself to the further into the future with each
decision than one with more frequent opportunities to
change. Hence in the former case, each decision is a com-
mitment to a larger time span, and also a higher risk. This
suggests that it may be better to pick a lower rate in the
former case than in the latter when the buffer level B and the
estimated download rate R are the same, to keep the risk of
stalling small.

A concrete way for a rate selection process to take the
frequency of rate switch opportunities into account is as
follows. Let D be a typical amount of p-time between two
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successive switch points in the stream. The value of D is
dependent on the encoded video, and can be taken to be, for
example, the maximum distance in p-time between two
successive switch points, or the average distance of two
successive switch points, or the 90-th percentile distance of
two successive switch points, or any other suitable measure
of'the p-time distance of two successive switch points in the
media. Given such a D, a method might include choosing A
to be a piecewise affine function of B/D, or a variant thereof,
such as for example B/max(u, D) or B/(D+u), where the
value u is added to take into account the overhead incurred
in issuing requests. The value of u can be a small constant
amount of time (such as 100 ms, for example). As a further
refinement, an implementation can make u a small multiple
of the estimated RTT.

A process that bases its rate decision just on AR, such as
the methods described above, have the drawback that even
relatively small variability in R, may result in many rate
switches. This might not be desirable. When there is enough
buffer, it might be better to not immediately to react to small
changes in R, and instead let the buffer level vary accord-
ingly.

To get such a behavior, a process may use values A and 1,
both functions of the same quantity (for example, B, B/D or
B/max (100 ms, D), as explained above), which, together
with the current rate, to pick a new rate decision. The
functions should be chosen in such a way that AR is an low
acceptable rate choice, and nR is a high acceptable rate
choice. The process can then be designed to use those two
values as guides for a good rate decision.

In such a setting, the functions should be chosen such that
generally A=)

The rate decision process can decide to keep the rate the
same if the previous selection was already in the range from
AR to wR. If the previous selection is less than AR, the
largest available playback rate equal to or less than AR is
selected. If the previous selection is more than p-R, the
largest available playback rate equal to or less than puR is
selected.

An implementation can choose to have the functions A
and p hardcoded. Alternatively, it can select the functions in
a more elaborate way dependent on the circumstances. In
particular, an implementation can select appropriate A and p
functions as a function of the amount of buffering that the
client will do at most. For on demand content, a client may
choose to prebuffer a lot of data, potentially minutes of
media data. For low latency live content, a client can only
ever buffer at most the amount of media that is prescribed by
the end-to-end latency, which is maybe only a few seconds.
For content with little buffering, the client may decide to
pick A and p functions which are more conservative, i.e.,
have smaller values.

A concrete implementation can for example interpolate
the function linearly between two extremal functions A, and
A,, where the selected interpolation point is the low buffer
watermark M, (see section 3). So it would have two hard-
coded functions, A, and A,, with A, being used for small
values of M,, less than some m,, and m, being used when
M,zm, for some values m,, m,, where m, <m,. For values in
the range from m, to m,, the function A(X):=A, (x)(m,-M,)/
(m,—m )+A,(x)(M,~m, )/(m,-m,) is used.

We now give a detailed example of a rate decision process
following the above description. For this, we introduce some
notation.

D LetS,,S,,...,S; bethe stream rates of the L. available
representations (given in increasing order) of a representa-
tion group.
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2) Let A(X) be a piece-wise linear function taking a
non-negative scalar as input and returning a non-negative
real scaling coefficient. The function A(x) should be settable
either at compile time, or via a configuration file. For large
X, A(x) should be non-changing, e.g., for x greater than M,.

Here is one example on how such a function can be
implemented. Given are the corner points (0, Ap), (X,
A ..., (Xas Ay) where the X, are in increasing order. To
evaluate A(x), find the largest i such that x,<x. Then, using
Equation 6, the receiver can evaluate the function.

(Eqn. 6)

X=X ek
, ifi<N

A+ (A = 2)-
Alx) = Xitl

Ay,

Xi

if i=N

A suitable example for such a A(x) function would be the
one defined by the example parameters N=1, [(0,0.5), (3,1)],
that is, the function that equals 0.5 at x=0, and linearly
increases until x reaches 3, at which point the function is
equal to 1 and remains 1 thereafter.

3) Let u(x) be another such piece-wise linear function. An
example such function is the one that evaluates to 0 at x=0
and reaches 1.5 at x=3, and remains constant after that.

4) Let D be an estimate of the duration in p-time from one
switch point to the next one (as previously specified).

5) Let x:=min {(T ~T), M,}/max {D, 1 second), where T
is the current playback p-time, T, is the p-time for which the
rate decision is made, D is as given above, and M, is the
buffer level low mark (see section 3).

6) Let CURR be the currently selected representation (i.e.,
the one which was used in the last fragment request). Let UP
be the play out rate of the highest bitrate representation with
arate of at most A(x)'R, and if there is no such representation
then UP is the play out rate of the lowest bitrate represen-
tation. Let DOWN be the play out rate of the highest bitrate
representation of a rate of at most u(x)-R, and if there is no
such representation then DOWN is the play out rate of the
lowest bitrate representation. Since generally A(X)=(X),
then generally DOWN=zUP.

Then, the rate decision process picks the rate NEXT
of the next fragment as follows: (1) If UP<CURR, then
NEXT:=min(DOWN, CURR); (2) otherwise NEXT:=UP.

A reason for using max {D, 1 second} instead of simply
D in step 5 above is because of the RTT; the role of 1 is to
act as an upper bound of the RTT.

It is preferable that the functions A(x) and p(x) are
increasing as a function of x. It is preferable that the A and
u functions are <1 for small x, which will ensure that the
chosen play out rate is less than R, causing buffer growth for
small buffer levels. Note that the selected playback rate is at
most equal to max(MB/max {D, 1}), u(B/max {D, 1}))-R,
assuring buffer growth for all the buffer levels B for which
both A(B/max {D, 1}) and W(B/max {D,1}) are less than one.

A simpler process could directly pick the new represen-
tation to be best representation with playback rate less than
AMB)R. This would still have the property that when the
buffer is close to empty the buffer would tend to fill.
However it would also cause a lot of representation
switches, since R can fluctuate quite a lot. The more sophis-
ticated rate selection process described herein tries to avoid
switches, and instead allows the buffer to drain to some
extent before switching down to a lower playback rate. For
this to work, the functions p and A should be chosen in a way
so that p exceeds A for moderate to large buffer levels: note
that if the selected playback rate is CURR, and the measured
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rate is R, then no rate change will happen as long as
Equation 7 is satisfied, allowing the receive rate to some-
what fluctuate without rate switches.

- CURR
~ A(B/max{D, 1})

CURR Eqn. 7)
<R

#(B/max{D, 1}) ~

In some versions, A and p would be just be a function of
the buffer level B instead of the ratio B/max {D,1}. The
motivation for introducing the latter is as follows.

Let o denote the ratio of the playback rate of the selected
representation versus the download rate. We want to deter-
mine a good a. It takes approximately a-D of r-time to
download up to the next switch point. Just before the
received data is added to the buffer, the buffer will have
drained to B—a'D. In order to avoid stalling, we want that
quantity to be positive; as a safety cushion it should even be
proportional to the playback duration D of the fragment
added to the buffer once it is downloaded, so it should be at
least §-D for some >0. To summarize, we want B—aD=f-D.

Solving for a gives B/D-P=zc. This suggests that the
representation selection process should choose a ratio play-
back versus download rate not exceeding B/D-f. The func-
tions A(x) and pwx) are bounds on acceptable such ratios;
thus they should be functions of x=B/D not exceeding x—f3.

We replace B/D by B/max {D,1} in practice to take the
additional cost of an RTT for transmitting one fragment into
account. More generally, 1 can be replaced by some multiple
of an approximation of the RTT, or other parameters taking
into account the reaction time of the processes to initiate
downloads of media data from servers.

FIG. 18 illustrates examples of the A and p functions as
might be used to select a playback rate. The x-axis is the
buffer level in units of D, the y-axis is the receive fraction,
i.e., the playback representation rate divided by the current
receive or download rate. As illustrated by line 1802, if the
receive fraction is less than one, the buffer will grow, and if
it is greater than one, it will shrink. Three areas are identi-
fied. First, if the player is below A-curve 1804 at a decision
point, it will switch up in rate. If it is between A-curve 1804
and p-curve 1806, it will stay at the selected rate. If it is
above p-curve 1806, it will switch down.

FIG. 19 shows an example choice of the (A, n)-functions
using a “conservative” setting. This setting is “conservative”
in that it does not use all the bandwidth available, but will
in exchange stall very rarely.

FIG. 20 shows an example choice of the (A, n)-functions
using a “moderate” setting. This setting is “moderate” in that
it uses more bandwidth than the conservative one, but is a bit
more prone to stalls.

FIG. 21 shows an example choice of the (A, 1)-functions
using an “aggressive” setting. This setting is “aggressive” in
that it tries to aggressively use all the available bandwidth.
It might stall more often than the other two presented
example settings.

FIG. 22 shows an example choice of the (A, n)-functions
using a process for emulating an MLB process, i.e., a
process similar to one proposed by some researchers work-
ing with Major League Baseball (MLB), to some extent.
Note that the (A, p)-functions do not vary based on the media
buffer fullness.

FIG. 23 illustrates an example of side-by-side values for
the A and p settings.

FIG. 24 illustrates an example of side-by-side values for
the A and p settings.
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FIG. 36 comprises tables of values as might be used for
A and p in rate selection.

FIG. 25 illustrates a process for rate estimation, then
rate-based rate selection, then buffer management-based rate
selection. In this example process, one or more of the
approaches described herein are used to perform rate esti-
mation. Based on that estimate, a new playback rate is
selected and possible adjusted based on buffer management
rules.

5. Request Cancellation

In some cases, even a good rate selection process cannot
alone prevent video playback stalls. For example, if the
download rate dropped precipitously after the request was
made but before completed, the selected bitrate may have
been too large, and the slow download rate could lead to a
playback stall before the next switch opportunity to change
the playback rate is even reached.

As another example, the media buffer may be full of
relatively low playback rate media when the available
bandwidth increases dramatically, e.g., due to a transition
from a cellular connection to a WiFi connection. In this case,
it can be advantageous to discard a large portion of the media
already downloaded but not yet played out, download again
portions of p-time discarded but this time choosing a higher
playback rate representation to download. Thus, the already
downloaded low playback rate media is cancelled, and a
higher playback rate media from another representation is
downloaded in its place to be played out, thus leading to a
higher quality user experience.

For this reason, a streaming module implementation can
implement a module which monitors the download rate and
may cancel earlier decisions in certain circumstances. If a
request is cancelled, the streaming module should then issue
a new request based on a newer, more suitable estimate of
the download rate. We call this monitoring module a request
cancellation process here.

A request cancellation process may cancel requests for
different reasons. For example, it may cancel requests
because the download rate has sharply dropped, and play-
back is in danger of stalling due to the data not being
received fast enough. Another reason to cancel is if it is
determined that higher quality media could be selected and
retrieved in time for play back. Yet another reason to cancel
is where the receiver determines that a stall will occur
regardless of what the receiver does and estimates whether
a cancellation would shorten the stall period relative to
allowing completion of a pending request. The receiver then
chooses the action that goes with the estimated shorter stall,
also potentially taking into account the quality of the media
representation to be played back. Of course, whether or not
there is a stall and its duration if there is a stall may differ
from the estimate.

The actual cancellation, once it is decided, can be
achieved by closing the TCP connection on which the
request was issued. Closing will have the effect of telling the
server not to continue sending data for the cancelled frag-
ment, and thus the bandwidth used by the closed connection
becomes available for fetching replacement data.

The streaming module can then issue a request to replace
the cancelled piece. It may be necessary to open a new TCP
connection for this purpose.

An implementation has several options of choosing the
replacement request. Which one is the most suitable one
may depend on the type of content that is being played out.
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It may try to pick a replacement request that allows for
seamless play back of the stream. In the general case this
means that the replacement request must have a switch point
at or before the end time of the previous downloaded
fragment.

In that case, the player should cancel if a stall is predicted
when continuing download without cancellation, and it is
predicted that with a cancellation and selection of a replace-
ment segment, a stall can either be avoided or at least
reduced in duration. It can then pick the highest quality
media request with that property for the replacement request.

The rate cancellation process can predict stalls as follows:
It can compute an estimated completion time of the issued
request by dividing the number of outstanding bytes in the
fragment by an estimate of the download rate. If that time is
later than the deadline by which the fragment is needed for
smooth playback, a stall is predicted.

When an imminent stall is predicted, the request cancel-
lation process determines whether a switch in rate is likely
to improve things or not; a decision to cancel is only made
when an improvement is likely.

One implementation can estimate the time it takes to load
the replacement fragment based alone on the rate estimate
and the size of a candidate replacement fragment.

Another implementation might take the additional over-
head due to cancellation into account as well: It can add a
multiple of an estimated RTT to account for the time needed
to cancel an existing request and issue a new request. Data
that is queued for delivery on the network from the canceled
request, but has not arrived at the destination can contribute
to additional delay. The client can estimate this delay by
dividing the TCP receive window size by the estimated rate.
Another estimate of delay can be based on an estimated
bandwidth-delay product. The client can take a combination
of the two estimates, such as the maximum of the two.

In summary, the client computes the sum of the time
needed to download the entire replacement fragment, a
quantity typically proportional to the RTT, plus an estimate
of the queuing delay. If a stall is predicted and that time is
smaller than the estimated remaining time to download the
current fragment, a cancellation is issued.

A request cancellation process may also cancel at startup,
when the player notices that downloading the first fragment
takes longer than desired, because the initial rate choice was
not accurate.

Another rate cancellation implementation may also pick a
replacement request that does not allow for seamless play-
back, but instead implies skipping a number of frames. This
may be necessary when playing live content which requires
the end-to-end latency to be kept small.

An implementation that does cancellations with frame
skips may pick the replacement fragment in a way so that the
frame skip is as small as possible.

The implementation may choose, as replacement request,
the highest quality request that can be sustainably down-
loaded without exceeding a specified stall duration or skip
frame duration.

A different kind of cancellation can be implemented for
already downloaded fragments: If a player has already
buffered some media that is going to be played out, it may
decide that to fetch a higher quality representation over the
network and stream that, while discarding the previously
buffered lower-quality version.

That cancellation process may decide to do these replace-
ment operations if it determines that it can receive better
quality video in time so that it can be played out without
stalling.
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FIG. 26 illustrates a strong drop in download rate hap-
pening just immediately after a new fragment request at time
T1. Up until the request the receive rate was OR, and then
it dropped to NR. The buffer level now drops. The newly
requested fragment will be completely downloaded at time
about T2=T1+OR/NR*fragment duration. If OR/NR is
large, this might be more than the p-time duration of media
content in the buffer at time T1, which means that the
requested fragment cannot be played back without a stall.
Note that the pker estimator will have converged to the rate
NR much faster, but since the request was made previous to
T1 the download of the fragment is made before the estimate
has a chance to converge to the new rate NR. To avoid the
stall, and issue a new request with the corrected estimate, it
is necessary to cancel the request and reissue a request in a
more suitable bitrate.

FIG. 27 illustrates a case with request cancellation. After
a sharp drop in download rate (line 2702), the buffer starts
draining, and the estimated download rate (e.g., a pker
process) starts converging to the new download rate. At
some point, the stream manager notices that the fragment
will not be received in time for playback without stalling.
That point is marked as “cancellation point” 2704 in the plot
of FIG. 27. At that point, the fragment that has been partially
received will be cancelled, and it is evicted from the buffer
(hence the additional drop in the buffer level). But after that,
a fragment with the correct rate can be requested, and thus
the buffer level does not drop further. In fact, if a nontrivial
rate-selection process is used, it may grow again.

FIG. 28 is a flowchart illustrating an example request
cancellation process.

FIG. 29 illustrates a process for request cancellation
detection.

We now describe a request cancellation implementation
based on the above details.

In this section, N, denotes the number of fragments in
representation group i that have been requested, but not yet
completely received. Those are referenced as I, ;, .. ., F, ».
Assume furthermore that the F, ; are sorted in increasing
start-p-time order, o(F, ) is the amount of bytes already
downloaded for the requested fragment F, ; divided by its
size in bytes. The variable T denotes the current playback
p-time. A request cancellation detection process might pro-
ceed as shown by the pseudocode of FIG. 29.

When the request cancellation detection process is run, it
can either return nil, in which case no action is to be taken,
or it will identify a fragment in a group to cancel. If such a
fragment is identified, it means that this fragment, and
everything in the same group coming behind it (in p-time
order), is to be cancelled, and flushed from the buffer. The
SM should then invoke its rate decision process again, and
issue new alternative requests for the section.

To explain the process, assume for the time being that
only a single request is ever outstanding. In that case, let R
be an accurate estimate of the download rate, and let d, ,;
be the number of bytes that still could be received until the
fragment in question is to be played out. The quantity d,,_.,
is the number of bytes still missing in that fragment. Thus,
if d,,,;/<d,,..s» We predict that the player will stall before
playing the fragment F, ;. This explains the first “if”” condi-
tion in the process above.

Even if a stall is predicted, it makes only sense to cancel
if a cancellation would result in avoiding the stall, or at least
reduce its duration. After cancellation, a new fragment
would have to be selected, and downloaded from scratch. If
there is only one representation group, and the rate decision
process chooses the right rate, this would take time approxi-
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mately A times the duration (F, ), where A is the currently
relevant lambda factor. On the other hand, if the SM decides
not to switch, finishing the current fragment download
would take time d . R™'. Assuming, for simplicity, A=1,
we get the second condition, possibly with other factors.

6. The Request Accelerator

The straightforward way for a streaming media client is to
fetch the media with a single HTTP connection. Such a
client would process the fragment requests sequentially.
Such an approach has some disadvantages in video stream-
ing. First, general networking software is often tuned only
for maximum throughput over a long download. While this
is good for receiving large files, it conflicts with other
important streaming goals, such as a steady reception rate.
Second, due to the nature of TCP, the full capacity of the link
can not necessarily be used with such a HTTP connection.
If the channel experiences some delay and packet loss, TCP
limits the actual throughput that can be achieved, which
potentially prevents the streaming client from streaming
good quality media.

To avoid these problems, a special HT'TP client can be
implemented, which we call a request accelerator (RA)
herein. The request accelerator has special processes to
avoid or reduce the problems mentioned before. An imple-
mentation of a request accelerator can make use of several
key ingredients to achieve its goal. It can use several TCP
connections to receive the data. Those connections can be
active in parallel. It can split up data requests into smaller
chunk requests, which can be individually downloaded on
the different connections and reassembled to one big piece
in the request accelerator. It can tune the TCP connection
parameters (such as in particular the TCP receive window
size), so that the connections are fair to one another, and
have relatively steady data reception. It can dynamically
adjust the number of TCP connections to use based on
measured network conditions and target playback rates.

The ideal number of TCP connections to use depends on
the network conditions, and in particular the round trip time
(RTT) and the packet loss behavior. The RA therefore can
use methods to estimate these quantities.

An RA can estimate the RTT by sampling the time it takes
from issuing a HTTP request until the response starts
coming in. One implementation may use an estimate of the
RTT obtained by taking the minimum of all such samples
obtained over a fixed period of time, say the last few
seconds. Another implementation may use the minimum of
the last N obtained samples, where N is some integer, as the
estimate.

It is often difficult to obtain measurements of packet loss
above the TCP layer, as the TCP protocol handles packet loss
and delivers consecutive prefixes of data to the application.
Thus, it is sometimes useful instead to fix a reasonable value
for the packet loss as an input to the RA process. An
implementation may estimate the loss to be constant. Lack-
ing any packet loss measurements, the RA may estimate the
loss to be 1%, or the RA may estimate the loss to be 0.1%.
The estimate may be determined by the type of connection,
e.g., the estimate may be set to 0.1% for a WiFi connection
and may be set to 1% for a cellular connection. Other
methods such as variance in RTTs may be used by the RA
to indirectly infer packet loss. Alternatively, an implemen-
tation may obtain a packet loss estimate by querying the
operating system kernel for information on that.

Another implementation may estimate the loss in the
application itself. To do that, it may use the following
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procedure which is based on the observation that data from
a network socket is generally received in maximum segment
sized (MSS) chunks, but that a packet loss causes the
reception of a much larger chunk, a burst of approximately
the size of a whole TCP receive window. Let M be the MSS
in bytes (a good guess is M=1500); then if n bytes have
received, the number of packets sent is about n/M. Let z the
number of socket reads that resulted in more than k-M bytes
read, where k is some small integer. Assume k is chosen
large enough so that it is unlikely that k or more packets
arrived between two network reads of the application. For an
application that constantly waits on the socket, k=3 should
be fine. Then, p=z-M/n is an estimate of the packet loss
probability. By counting z and n from a desired starting
point, this procedure can estimate the packet loss rate over
any desired range of time.

Given an estimate of the RTT and the packet loss prob-
ability, an application can compute a good number of
connections needed. The process may in particular choose a
number of connections that is large enough so that the target
download rate can be achieved with that number of connec-
tions. The achievable rate of a single rate is generally limited
by the TCP equation on achievable throughput, which says
that roughly a single TCP connection can achieve an average
download rate of T=MSS/(RTT-Vp). Thus, the process may
choose the number of connections to be proportional to the
target download rate divided by T.

The RA may also impose lower and upper bounds on the
number of TCP connections to use, for practical reasons. For
example, the RA may bound the maximum number of
connections it opens to 8, and the minimum number of
connections to 2.

The bandwidth, the loss probability, and the RTT are
subject to change. The request accelerator monitors those
quantities and changes the number of connections dynami-
cally.

A request accelerator can split a HTTP request into
smaller subrequests and reassemble the returned data
response for every subrequest into a coherent response
corresponding to the original request. There are a number of
advantages to splitting requests into subrequests. First, in
order to utilize the available TCP connections, it is necessary
to be able to issue requests on all of them. A media streaming
player may not provide enough requests to use all the
connections. Request splitting mitigates this problem, since
it results in a larger number of subrequests, which can then
be issued on different connections. Second, request splitting
results in shorter requests, which reduces the risk of
untimely data delivery: if some TCP connections are tem-
porarily slower than others, they can still be used with short
requests. They will deliver a response slower than the faster
connection, but the additional relative delay to complete the
overall request may typically not be that large, since the
requests are small.

In general, if more connections are in use, it is preferable
to create more subrequests per request. To achieve this, the
Request Accelerator can split each request into n subrequest
when there are n connections.

Another implementation picks the number of subrequests
per request depending on the request size. If the subrequest
size is chosen to be of a size that is predicted to take a fixed
amount of time (2 seconds, say) to download, then requests
will be split into more subrequests if there are more con-
nections, achieving the desired effect.

The splitting rule should make sure that there are no
unnecessarily small subrequests. For example, an RA imple-
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mentation could impose a minimum subrequest size in its
splitting processes, and split into fewer subrequests if the
minimum is not met.

When multiple TCP connections are used they possibly
compete for bandwidth. On a large time scale, each connec-
tion will receive the same amount as the others, but on a
smaller scale, such as over a couple of seconds, some TCP
connections may be significantly slower than others. This
poses a problem for streaming, since it implies that some
subrequests may take much longer than others, which can
lead to playback stalls.

In order to avoid this, the RA can use TCP flow control to
“tame” the connections. It can limit the maximum receive
window of each TCP connection sufficiently, so that no
connection can use significantly more than its fair share of
throughput. The amount of data in flight (sent but not yet
acknowledged) over a TCP connection is roughly the down-
load rate divided by the RTT. Thus, if the TCP receive
window is set to roughly, or slightly more than, the target
download rate for the connection divided by the estimated
RTT then the download rate will be restricted to roughly or
slightly more than the target download rate. Thus, setting the
TCP receive window size can act as a governor, ensuring
that a given TCP connection does not download at such a
high rate that it forced other TCP connections to download
at much lower rates. With such a mechanism in place, the
connections tend to fetch at roughly the same speed, because
slow connections then have the bandwidth available to speed
up to their fair share, but at the same time the connections
can achieve an aggregate download rate that is at least, or
slightly higher than, the aggregate target reception rate.

The RA can adjust the receive window in the client by
adjusting the receive buffers. It readjusts these setting
always between consecutive requests.

An implementation can set the TCP receive window of
each connection to slightly more than the product of the
estimated RTT and the target download rate divided by the
number of connections.

The target download rate can be determined for example
from the media rate that one aims to play back. Another
implementation can set the target rate based on the current
playback rate (e.g., twice the current download rate).

6.1 Embodiment of an RA

We now describe an embodiment of a request accelerator
that incorporates the elements described above.

FIG. 30 is a plot of behavior of fetching with multiple
TCP connections. FIGS. 30-31 show the behavior under
different conditions. In the example, the connection to a web
server was bandwidth limited to 2 megabits per second
(“mbps”), the round trip time was 150 ms, and there was
0.1% packet loss. There were four connections active fetch-
ing fragments. The plots of FIGS. 30-31 show the instanta-
neous rates of the four connections, as well as the aggregate
rates, as well as an RTT estimate obtained in the client.

In FIG. 30, the receive buffers of the connections are not
limited. In FIG. 31, they are limited to about twice the
bandwidth-delay-product.

In the example of FIG. 30 and FIG. 31, both methods
achieve the 2 mbps total throughput steadily. In the case
where the connections have limited receive windows (FIG.
31), the delivery among the connections is much more even:
Most of the time they receive at about the same rate. That is
not at all true for the connections with unlimited windows
(FIG. 30), where some connections are slower than the other
ones over long stretches of time.

Uneven connection speeds are problematic for streaming
application, since it might mean that some urgent data is
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coming in only very slowly (on a slow connection) while
bandwidth is diverted away to the faster connections which
might fetch data that is not needed as urgently.

Another difference between unlimited and limited receive
windows is the RTT at which the client operates. With the
limits in place, the RTT stays low, close to the propagation
delay. With no receive window limiting, as the amount of
data in flight exceed the underlying propagation delay times
the capacity of the connection the queuing delay can become
very significant, and cause high RTT. A high RTT is unde-
sirable for a media streaming client, since the reaction time
of the client to many events is generally a multiple of the
RTT. For example, the client reaction time to a user seek
event that causes new media content to be downloaded, or
a reduction in download speed that causes a request cancel-
lation or switch of representations, is generally many mul-
tiples of the current RTT, and thus the general responsive-
ness of the client to such events will be degraded when the
RTT is large.

FIG. 32 is a flowchart of a request accelerator process.

FIG. 33 illustrates a process for finding a number of
subrequests to make for a given fragment request.

FIG. 34 illustrates a process for selecting individual
requests chosen to be disjoint intervals of source requests
having computed sizes. In this process, the subrequest sizes
are intentionally randomized, so that the time when the
connections are idle varies from connection to connection.
This avoids that all connections are idle at the same time,
resulting in better channel utilization. The request sizes are
also ordered, so that larger requests go out earlier, helping to
keep the differences in idle times bounded.

FIG. 35 shows an example of time offsets and fragment
structure for a repair segment determined by time offsets.

In operation, the Request Accelerator receives HTTP
requests (each request being a URL and a byte range) from
SC.

The Request Accelerator downloads the requested byte
ranges over HTTP and hands the data, once it has been
completely received, back to the SC. The RA aims to
achieve a sufficiently large download speed, but at the same
time make sure that each fragment is received before its
deadline time. A high download speed makes it possible to
choose a high quality video representation, while respecting
the deadline makes sure that the playback proceeds with no
stalls.

In order to achieve the goal of a high download speed, the
RA manages a varying number of open TCP connections, all
of which are used to receive data over HTTP. The RA takes
care of the details of how many connections to use, of
opening or reopening them if necessary, and of how to
dispatch requests to connections.

The RA will in some cases decide to split source requests
into smaller so-called RA requests which are then dispatched
to different connections, and the response data of which is
transparently reassembled by the RA upon arrival. For
example, for a source request comprising the first 64 kilo-
bytes of some file, the RA may create two RA requests; one
for the 32 kilobyte chunk and another one for the second 32
kilobyte chunk of that file. The RA can then request those
two chunks in parallel on two different connections, and
create a coherent 64 kilobyte response for the original
request once the two 32 kilobyte chunks have been received.

The RA might issue RA requests that are more than just
plain subranges of source requests. For example, it might
issue a request for FEC data of a fragment in addition to the
plain video data. In that case, the RA would transparently
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decode the FEC information once it has been received, and
present only the final, decoded fragment to the source.

The RA autotunes itself to the network conditions. For
example, if the RTT is large, the RA may decide to issue
larger chunk requests, so as to avoid a lot of idle time
between requests. Another example of autotuning is that the
RA tries to keep the speeds of the individual connections
similar, so as to ensure timeliness of its requests. In order to
be able to do those things, the RA preferably has direct
access to the sockets of its connections. For example, in a
Unix-like environment, it might be able to set socket options
using the setsockopt( ) function.

The RA measures and keeps track of the network state;
this includes in particular measuring the download rate and
the estimated round trip time (RTT). It collects this infor-
mation first because connection autotuning depends on their
availability, and second, because the bandwidth information
needs to be passed on to the SM, which uses it to compute
its rate estimates.

Another piece of information that the RA forwards (via
the SC) to the SM is progress information about outstanding
requests, i.e., how much data of a given request has already
been received. The SM uses that information for both its rate
estimates as well as for the request cancellation decisions.

The RA keeps track of information needed by the SM to
make bandwidth estimates. This information is the total
amount of r-time spent downloading, T,, and the total
amount of bytes downloaded, Z. Both these numbers are
monotonically increasing, and frequently polled by the SM.
The T, timer is running if and only if at least one connection
is active. A connection is considered active if it is sending
out a HTTP request or waiting for response data to come in.
The Z counter counts the incoming bytes and is aggregate
over all connections.

6.1.1 The RA Download Rate History

The request accelerator keeps track of some history of rate
by keeping a growing array of (T,, Z)-pairs, which are stored
in their historical order. We call this array mapTrZ. The
updates in mapTrZ happen frequently; at least at fixed
intervals in time (e.g., every 100 ms), and possibly also
when new data is received.

The RA can make use of mapTrZ to compute a windowed
bandwidth estimate as follows. Consider a window of
interest of width t, and let mapTrZ[last] be the last
entry in mapTrZ. Then find the largest index i, such that
mapTrZ[i]. T,=mapTrZ[last]. T,—t. Note that i can be found
efficiently with binary search. The rate average is then as
shown in Equation 8.

) mapTrZ[last).Z — mapTrZ[il.Z
" mapTrZ[last].T, — mapTrZ[i].T,

(Eqn. 8)

Equation 8 assumes that the differences in subsequent T,
are small compared to t. This is ensured by sampling often
enough, and never picking a tiny window width t.

In practice, an arbitrarily growing array is a nuisance. The
maximum duration over which the past is looked at can be
upper bounded, therefore there is a way to implement
mapTrZ as a ring buffer of fixed size instead. This can be
done as follows. Whenever the mapTrZ array is to be
updated, and the mapTrZ array contains already at least two
pairs, replace the last entry if T,-mapTrZ[last-1].T,<100 ms,
and add a new entry otherwise.
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6.1.2 Round Trip Time (“RTT”) Estimates

The RA collects bandwidth estimates. A simple way, a
priori, to get an RTT sample is to measure the difference in
time when a HTTP GET request is sent out on an idle
connection, and the response is starting to come in.

However, such measurements do include queuing delay:
If the client has other open active connections, then the last
hop sending data to the client may buffer a number of
packets, if its link to the client has a lower rate than the rate
at which it can receive data. In that case, packets may be
delivered with longer delay than they intrinsically do.

It is desirable, in our case, to know the RTT discounting
for the queuing delay induced by activity of the client itself.
To get an estimate of that quantity, we proceed as follows:

During each period of activity, we collect RTT samples
with the timing method described before; each GET results
in a sample. The current estimate is then the minimum of all
those samples. The list of samples is flushed whenever the
RA becomes inactive. (The client becomes inactive, for
example, when the high watermark of section 3 is exceeded,
and started downloads have finished.) In inactive periods, or
in active periods before any RTT sample has been received,
the RTT estimate is the last known estimate.

The RTT estimator can also return a symbolic “no RTT
estimate is known” value, which can be used at client startup
for example.

6.1.3 Adjusting the Number of TCP Connections

Tuning the TCP flow control allows the RA to keep the
bandwidth in the different connections roughly the same. A
number of configurable tuning constants might include k,
(rate measurement window measured in RTTs; suggested
value: 30), k. (a proportionality factor; suggested value:
8192 bytes), N, (N, lower cap; suggested value: 1),
and N, (N4, upper cap; suggested value: 8).

The estimated bandwidth-delay-product (BDP) is defined
to be BDP:=RTT-R, where RTT is the estimated RTT (as
above) where R is the average receive rate over the last
k' RTT time (estimated with the window method).

The target number of connections is then defined to be as
in Equation 9, where k,; is a configurable constant.

Niarger MAK (N, M (N, [ BDP e 1))

(Eqn. 9)

The value of N, is i periodically recomputed. If the
number of currently open connections is less than N
new connections are opened immediately to match N,,,..,.
If, on the other hand, N,,,.., is i less than the number of
currently open connections, no immediate action is taken.
Instead, whenever an RA request is finished, the RA checks
whether too many connections are open, and if so, closes the
connection that just became idle.

6.1.4 Adjusting the TCP Receive Window on the Con-
nections

The RA sets the TCP receive window size of each
connection to [c,'BDP/N,,.. . Here, c, is a configurable
hardcoded constant, for example ¢, =3. The RA sets the TCP
receive window size of the connection whenever it is going
to issue the next HTTP request on that connection.

6.1.5 The Request Splitting Process

Each source request handed to the RA is split into
potentially more than one RA request, each of which cor-
responds to a different part of the range requested. Once the
RA requests corresponding to a given source request are all
completed, the received data is reassembled to a complete
fragment by the RA, which is then returned to the SC.

For a given HTTP request, the RA determines the number,
n, of RA requests using a process that depends on a few
tunable values. The value of n depends on the following

targedd
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tunable constants: T,,, (rate estimate window width; sug-
gested value: 4 5), D, ., (minimal fetch duration; suggested
value: 2 s), and ¢, (minimal fetch duration in RTTs; sug-
gested value: 6).

The process for finding the number n of subrequests to
make for a given fragment request is then as shown in the
pseudocode of FIG. 33.

The individual requests are then chosen to be disjoint
intervals of the source requests using, for example, the
process shown in FIG. 34, having the computed sizes.

6.1.6 The Request Dispatching Process

The request accelerator maintains a set of RA requests.
Whenever a connection becomes ready to issue the next
request, a request is dequeued from the RA queue if the
queue is nonempty, and issued on the idle connection. If the
queue is empty, a new fragment request is obtained from the
SC. That request is then split up into RA requests and queued
on the RA queue. The queuing is preferably done in the order
of the slices as returned by the process for finding the
number of subrequests to make for a given fragment request.

HTTP connections may get shut down for various rea-
sons, e.g. because a web server timeout has occurred, or the
number of requests that can be issued on a single connection
has been exceeded. The RA should handle this situation
gracefully and transparently. Whenever a connection is shut
down, the RA reopens the connection automatically. If a
request was in progress on the closed connection, it is
dequeued from the connection, and a new RA request for the
not-yet-received portion is placed in front of the RA queue.

This procedure ensures that closed connections have
minimal impact on the performance.

6.1.7 RA Parameter Choice in a Specific Embodiment

A TCP connection is constrained by its flow control: The
advertised receive window upper-bounds the amount of data
that is allowed to be unacknowledged at any point in time.
Thus, if W denotes the size of the receive window, and bdp
the bandwidth-delay-product of that connection, we have
bdp=W (condition 1). The method in Section 6.1.4 describes
choosing a receive window size, such that this condition (1)
is met, provided c >1. This ensures that the individual
connections cannot take substantially more than their fair
proportion of the available bandwidth. To allow for rate
increases, and to avoid a rate downward spiral, it is prefer-
able to choose c,, somewhat bigger than 1, e.g., ¢, =2 or
c,,=4. The larger the value, the faster the rate can grow, but
the less fair the connections are to one another.

Another limit is imposed by the TCP congestion control
process. If p denotes the packet loss probability, and M
denotes the TCP maximum segment size, the rate r of a
single connection is bounded as indicated by Equation 10.

M

- (Eqn. 10)
T RITNp

r

Now, rewriting this in terms of BDP and the number of
connections N (using bdp=r-RTT and BDP=N-bdp), we get
what is shown in Equation 11.

(Eqn. 11)
BDP% <N

This suggests that k,, should be chosen to be a bit less than
MAp in Equation 9 in order to ensure that the inequality in
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Equation 11 holds. A typical value for M is 1 kilobyte, and
if we set p=0.01, then M/Vp=10 kilobytes. Thus, in this
example, setting k,~8,192 bytes as suggested in Section
6.1.3 for setting N in Equation 9 ensures that the inequality
of Equation 11 is satisfied. A receiver can be appropriately
configured or programmed.

We now turn to the process of Section 6.1.3 above, to
compute the number n of RA requests for a given source
request. A priori, we would like to make the slices as small
as possible, since small slices present a number of advan-
tages: If one connection is slow compared to the other ones,
this is less likely to cause problems with small requests,
because small requests will finish quickly even on a slow
connection. Therefore, in a small slice setting, a slow
connection will essentially just end up servicing less
requests. Another advantage of small slices is that they cause
the RA to work on a relatively short section in time of the
buffer, so it tends to consolidate its effort to the most urgent
work area.

However, making the slices small comes at a cost: First,
each request induces some overhead, both on the uplink, and
on the downlink. Second, after finishing one request, the
connection will stay idle for about an RTT. Hence, the
request splitting process should ideally attempt to choose as
small chunks as possible, subject to neither cause too much
uplink traffic, nor to substantially underutilize the capacity
of each available link. The preferable properties are thus:

1. Aim for at most one request per connection per D,,,,, of
real time. This causes the uplink traffic to be bounded by a
value proportional to N, in the worst case.

2. Aim for at most one request per connection every
¢, RTT. This causes the activity time of the connection to be
at least about ¢ /(c,+1), i.e., close to 1 for moderate c_.

A good choice of D,,,, depends on the use case. Picking
it of the order of (but less than) the desired end-to-end delay,
usually is the typical duration of a fragment. If the end-to-
end delay is to be large, larger buffers can be used, and the
ill-effect of larger slices is smaller. On the other hand, on
short end-to-end delay, the buffers are small, and hence the
slices should be small to avoid the slow connections causing
stalls. In that scenario, the higher cost of smaller request is
worth the gained stability in the buffer level.

The parameters used can be tuned to according to a profile
indicator in the MPD (Media Presentation Description), as
that is a summary of the properties of the streamed media to
the client. Instead of downloading every media segment and
showing them to the end user, the client can choose to “skip”
segments based on different use cases from the profile inside
the MPD.

A lower bound on the choice of ¢, can be devised as
follows. If there are N connections open, and the RA is
active, there will be about N-c./(c,+1) connections active on
the average. In order to ensure that the receive windows of
all N connections is in aggregate large enough to sustain the
aggregate target rate, it is desirable that ¢ c/(c+1) is at
least 1.

This bound is conservative. The estimated number N-c./
(c,+1) of active connections is just an average, not taking
into account variance, although it is likely there will be some
variance. In practice, it is advantageous to make c, about two
to three times of the value that is suggested by the bound
above, e.g., when ¢, =3 and ¢ =6 then ¢, c/(c,+1) is at least
2.5.

6.2. RA with Forward Error Correction

When data is received over several TCP connections, they
sometimes have temporarily differing download rates. When
a request of a fragment is split into several subrequests, then
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the whole fragment is only received when the last subrequest
response (chunk) is received. When a fragment needs to be
urgently received, this can become a problem, since one of
the subrequests may be handled on a slow connection,
preventing the fragment from being received quickly.

A content provider may, in addition to the video data,
provide additional forward error correction (“FEC”) repair
data for each fragment, which the client can fetch to help
reconstructing the original fragment. For instance, assume a
client has 4 connections and needs to urgently receive a
fragment of size 4000 bytes. Its Request Accelerator may
split the fragment up into 4 ranges of 1000 bytes each and
issue one request on each of the 4 connections. It might be
that the connections 1 is fast, connection 4 is moderately
fast, but that the second and third connections are much
slower. So, even if the total download rate is in principle
high enough to download the whole fragment in time, it may
arrive only very late because connections 2 and 3 are stuck.

To avoid this problem, a client could try to use connec-
tions 1 to fetch the same data as connection 2 or 3 does, as
soon as it is done with its own subrequest. This can help, but
the RA must make a decision on which connection needs
more help; whether it is 2 or 3. If it makes the wrong
prediction, it may be needlessly downloading duplicate data,
and the fragment may still not arrive in time.

A better Request Accelerator may use connection 1 to
fetch some repair data instead. The repair (that is FEC
coded) data, if downloaded successfully, can be used to
reconstruct the missing data, regardless if data from request
2 or 3 is missing. The only constraint is that the amount of
data received is enough to reconstruct the fragment. In other
words, in our example, the number of repair bytes plus the
number of fragment bytes received must be greater-or-
equal-than 4000.

In an implementation, the content provider provides
access to FEC repair data for the coded video segments. It
may make the repair data available in a way similar to the
original video data. For example, it may provide, for each
media segment file, an additional FEC file containing the
repair information. The content provider can provide the
necessary information and parameters to use the FEC in a
media presentation description. In another implementation,
the media presentation description does not contain any
information about FEC, but the client can access it using a
common convention, such as a rule on how to derive the
name of an FEC repair URL from a segment URL.

A client implementation can implement processes on how
and when to request repair data. The amount of repair data
requested may depend on how much data is outstanding. It
may in addition depend on how soon the fragment needs to
be available. For example, if there is ample time left, one
would hope to receive all the source data in time, so
requesting any repair is probably superfluous. On the other
hand, if the fragment is becoming urgent, one might want to
request a lot of repair data, since a stall is imminent should
the client fail to get enough data for that fragment in time.
Therefore an implementation can set the amount of repair
data requested to be B(B)S, where S is the amount of
outstanding source data, and $(B) is a decreasing function of
the buffer level.

Another implementation might make the amount of out-
standing data proportional to the amount of outstanding data
in the most incomplete request, rather than the total amount
outstanding.

6.2.1 Embodiment of a Repair Segment Generator

All of the calculations below that would relate to how the
DASH standard using FEC, and in particular using RaptorQQ
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for FEC, are preferably performed using fixed-point/integer
arithmetic. This includes calculating the number and posi-
tions of the source symbols within a fragment of a repre-
sentation, and calculating the number and positions of the
repair symbols for a fragment within the repair segment
should be done using fixed-point arithmetic. This is because
the exact same result needs to be achieved by the ingestion
process that produces the FEC repair fragments from the
source segments as the RA process that uses combinations of
received FEC repair fragments and source fragments to
decode the source fragment, and thus these calculations
must have exactly the same outcome. Using floating-point
calculations instead of fixed-point arithmetic can produce
subtle buggy behavior on occasion that is hard to track
down, due to different corner case behavior of different
floating-point implementations on different platforms, and
would not be acceptable in a standard where both end-points
must produce exactly the same result of a calculation.

All other calculations described below that do not involve
calculating the number and positions of the repair symbols
for a fragment within a repair segment can be done with
floating point if desired (although fixed point would also be
fine), as there is no dependency between the ingestion and
the RA processes to calculate exactly the same results.

The repair segments can be generated in a separate
process based on the already processed source segments that
include sidx tables. The two inputs to the process, in addition
to the source segments themselves, are the repair fraction R
and the symbol size S. To facilitate using fixed point
arithmetic for the calculations of the number and positions
of repair symbols of a repair fragment within a segment, the
value of R can be expressed in per mille, i.e., R=500 means
that the fraction is V5.

Within each segment, at the beginning of the source
segment, there is the segment indexing information, which
comprises a time/byte-offset segment map. The time/byte-
offset segment map is a list of time/byte-offset pairs (T(0),
B(0)), (T(1), B()), . . ., (T@), B@), . . ., (T).Bw)),
wherein T(i-1) represents a start time within the segment for
playback of the i-th fragment of media relative to initial start
time of the media amongst all media segments, T(i) repre-
sents an end time for the i-th fragment (and thus the start
time for the next fragment), and the byte-offset B(i-1) is the
corresponding byte index of the beginning of the data within
this source segment where the i-th fragment of media starts
relative to the beginning of the source segment, and B(i) is
the corresponding number of bytes in the segment up to and
including the i-th fragment (and thus B(i) is the index of the
first byte of fragment i+1). If the segment contains multiple
media components, then T(i) and B(i) may be provided for
each component in the segment in an absolute way or they
may be expressed relative to another media component that
serves a reference media component. In any case, B(0) is the
start byte index of the first fragment in the segment, which
may be greater than zero due to the sidx information that
precedes the first fragment in the segment. If B(0) is not
zero, there are some repair symbols at the beginning of the
repair segment that correspond to the sidx. Depending on the
implementation, these first repair symbols may protected the
data in the segment up to the beginning of the first fragment,
or they may be padded-zero data bytes that are not used.

The repair fraction R might be signaled in the MPD along
with the repair segment metadata, or obtained by other
means (TBD). As an example of a value for R, if R=500 then
the repair segment size is (very closely) approximated as 0.5
times the corresponding size of the source segment from
which it is generated, and the size of the size of the repair
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fragment of the repair segment corresponding to a source
fragment within the source segment is also (very loosely)
approximated as 0.5 times the size of the source segment.
For example, if a source segment contains 1,000 kilobytes of
data, then the corresponding repair segment contains
approximately 500 kilobytes of repair data.

The value of S may also be signaled in the MPD along
with the repair segment metadata, or obtained by other
means. For example, S=64 indicates that the source data and
the repair data comprises symbols of size 64 bytes each for
the purposes of FEC encoding and decoding. The value of S
might be chosen to be proportional to the streaming rate of
the representation of the associated source segment. For
example, if the streaming rate is 100 Kbps then S=12 bytes
might be appropriate, whereas if the streaming rate is 1
Mbps then S=120 bytes might be appropriate, and if the
streaming rate is 10 Mbps then S=1,200 bytes might be
appropriate. One goal might be to have a good trade-off
between how granular fragments are partitioned into sym-
bols and the processing requirements for FEC decoding
compared to the streaming rate. For example, at a streaming
rate of 1 Mbps, and fragments of size around 500 ms, each
fragment is around 64 KB of data, and if S=120 then the
fragment consists of approximately 500 source symbols,
which means that each symbol is around 0.2% of the data
needed to recover a source block, which means that the extra
reception needed due to the symbol granularity is upper
bounded by 0.2% times the number of HTTP connections
over which the fragment is being received. For example, if
the number of HTTP connections is 6 then the symbol
granularity reception overhead is bounded by 1.2%.

The repair segment can be generated for a source segment
as follows. Each fragment of the source segment is consid-
ered as a source block for FEC encoding purposes, and thus
each fragment is treated as a sequence of source symbols of
a source block from which repair symbols are generated.
The number of repair symbols in total generated for the first
i fragments is calculated as TNRS(i)=divceilR*B(i),
S*1000), wherein diveeil(], J) is the function that outputs the
smallest integer with a value that is at least I divided by J,
ie., diveeil(l, J)=(I+J-1) div J, where div is fixed-point
division where the result is rounded down to the nearest
integer. Thus, the number of repair symbols generated for
fragment i is NRS(i)=TNRS(1)-TNRS(i-1).

The repair segment comprises a concatenation of the
repair symbols for the fragments, wherein the order of the
repair symbols within a repair segment is in the order of the
fragments from which they are generated, and within a
fragment the repair symbols are in order of their encoding
symbol identifier (“ESI”).

Note that by defining the number of repair symbols for a
fragment as described above, the total number of repair
symbols for all previous fragments, and thus the byte index
and byte range for the symbols of repair fragment i only
depends on R, S, B(i-1) and B(i), and does not depend on
any of the previous or subsequent structure of the fragments
within the source segment. This is advantageous because it
allows a client to quickly compute the position of the start
of a repair block within the repair segment, and also quickly
compute the number of repair symbols within that repair
block, using only local information about the structure of the
corresponding fragment of the source segment from which
the repair block is generated. Thus, if a client decides to start
downloading and playback of a fragment from the middle of
a source segment, it can also quickly generate and access the
corresponding repair block corresponding to the fragment
from within the corresponding repair segment.
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The number of source symbols in the source block
corresponding to fragment 1 is calculated as NSS(i)=divceil
(B(1)-B(i-1), S). The last source symbol is padded out with
zero bytes for the purposes of FEC encoding and decoding
if B(i)-B(i-1) is not a multiple of S, i.e., the last source
symbol is padded out with zero bytes so that it is S bytes in
size for the purposes of FEC encoding and decoding, but
these zero padding bytes are not stored as part of the source
segment. In this embodiment, the ESIs for the source symbol
are 0, 1, ..., NSS(i)-1 and the ESIs for the repair symbols
are NSS(i), . . . , NSS(1)+NRS(1)-1.

The URL for a repair segment in this embodiment can be
generated from the URL for the corresponding source seg-
ment by simply adding for example the suffix “.repair” to the
URL of the source segment.

The repair segment may also be part of the corresponding
source segment, e.g., appended to the end. The structure of
a combined segment may also be that the source fragments
and repair fragments are consecutive within the combined
segment, i.e., the combined segment comprises the first
source fragment, followed by the first repair fragment,
followed by the second source fragment, followed by the
second repair fragment, etc. As one skilled in the art will
recognize, the methods and processes described above can
be easily adopted to apply to such combined segments.

6.2.2 Embodiment of a Request Accelerator Using Repair
Segments

The repair indexing information and FEC information for
a repair segment is implicitly defined by the indexing
information for the corresponding source segment, and from
the values of R and S, where R is expressed as an integer
between 0 and 1000 indicating per mille, and S is expressed
in bytes. The time offsets and the fragment structure com-
prising the repair segment are determined by the time offsets
and structure of the corresponding source segment. The byte
offset to the beginning and end of the repair symbols in the
repair segment corresponding to fragment i can be calcu-
lated as RB(@i-1)=S*divceilR*B(i-1), S*1000) and
RB(@1)=S*divceil(R*B(i), S*1000), respectively. The num-
ber of bytes in the repair segment corresponding to fragment
i is then RB(1)-RB(i-1), and thus the number of
repair symbols corresponding to fragment is calculated as
NRS@)=(RB(@)-RB(i-1))/S. (Note that there is no need for
a divceil operation here since it is guaranteed that the
numerator is a multiple of S, but divceil could be used here
and the result would still be correct.) The number of source
symbols corresponding to fragment i can be calculated as
NSS(@i)=diveeil(B(1)-B(i-1), S), where the last source sym-
bol is padded with zeroes for decoding purposes if neces-
sary, same as described for encoding. Thus, the repair
indexing information for a repair block within a repair
segment and the corresponding FEC information can be
implicitly derived from R, S and the indexing information
for the corresponding fragment of the corresponding source
segment.

As an example, consider the example shown in FIG. 35,
showing a fragment 2 that starts at byte offset B(1)=6,410
and ends at byte offset B(2)=6,770, i.e., fragment 2 is
6,770-6,410 bytes in size, and 6,770 is the start byte index
of fragment 3. In this example, the symbol size is S=64
bytes, and the dotted vertical lines show the byte offsets
within the source segment that correspond to multiples of S.
The overall repair segment size as a fraction of the source
segment size is set to R=500 per mille (repair is approxi-
mately %2 of the source) in this example. The number of
source symbols in the source block for fragment 2 is
calculated as NSS(2)=divceil(6,770-6,410, 64)=(6,770-6,
410+64-1) div 64=6, and these 6 source symbols have ESIs
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0,...,5, respectively, wherein the first source symbol is the
first 64 bytes of fragment 2 that starts at byte index 6,410
within the source segment, the second source symbol is the
next 64 bytes of fragment 2 that starts at byte index 6,474
within the source segment, etc. The end byte offset of the
repair block corresponding to fragment 2 is calculated as
RB(2)=64*divceil(500%6,770, 64*1,000)=64*(3,385,000+
64,000-1)div 64,000=64*53=3,392, and the start byte offset
of the repair block corresponding to fragment 2 is calculated
as RB(1)=64*divceil(500%6,410, 64*1,000)=64%(3,205,
000+64,000-1) div 64,000=64*51=3,264, and thus in this
example there are two repair symbols in the repair block
corresponding to fragment 2 with ESIs 6 and 7, respectively,
starting at byte offset 3,264 within the repair segment and
ending at byte offset 3,392.

This is illustrated in FIG. 35. Note that, in the example
shown in FIG. 35, even though R=500 (repair is approxi-
mately Y2 of the source) and there are 6 source symbols
corresponding to fragment 2, the number of repair symbols
is not 3, as one might expect if one simply used the number
of source symbols to calculate the number of repair symbols,
but instead worked out to be 2. As opposed to simply using
the number of source symbols of a fragment to determine the
number of repair symbols, the way it is done here makes it
possible to calculate the positioning of the repair block
within the repair segment solely from the index information
associated with the corresponding source block of the cor-
responding source segment. For this to be a consistent
calculation at the ingestion process and within the RA
process, it is important that the calculations of the number
and positions of the repair symbols for a repair fragment
within a repair segment be calculated using fixed-point
arithmetic. Furthermore, as the number, K, of source sym-
bols in a source block grows, the number of repair symbols,
KR, of the corresponding repair block is closely approxi-
mated by K*R/1,000, as in general, KR is at most divceil
(K*R, 1,000) and KR is at least divfloor((K-1)*R, 1000),
where divfloor(I, J)=I div J.

7. Nlustrated Examples

FIG. 25 illustrates a rate selection process. The higher the
settings for A and p are, the more aggressive the setting is.
FIG. 23 illustrates different values for the parameter A. FIG.
24 illustrates different values for the parameter p. A hybrid
setting tries to reduce the rate fluctuation by two main
mechanisms. The first is by being more cautious to increase
rate when B is larger, and the second is to try harder to stay
at current rate when B is smaller.

Example settings for pker x.y: C=x*min(y*Td1,B) might
be x.y set to 8.1, 4.2, 2.4, 4.4 or other x.y values. Note that
pker’s actual averaging window is longer than C due to skip
of the download suspension period. No skip with EWMA &
assume the rate in a download suspension period is the same
as that of the last download interval.

For MWA (Moving Window Average), H(z)=(1/D)*((1-
77PY(1-z7)), where D is the window size. X,=min {R, :k=i}
where R, is the EWMA of the rate with the weight W, where
W, <W,<W,< . . . . For EWMA, H(z)=((1=B)/(1-Bz™)),
where [} is the weight of the previous average. MWA and
EWMA are roughly equivalent in some cases.

If the adaptive estimator has a longer averaging window,
that reduces the rate switch frequency while maintaining
about the same average rate for live streaming Different
settings work well for different scenarios. The aggressive
setting works well for more stationary scenarios, while the
less aggressive setting suits more volatile scenarios better. If
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the bandwidth is higher than the highest representation rate
by certain margin for a significant portion of the time (e.g.,
% of the time when 20-sec average is higher than the rate
cap), it is beneficial to go with the more aggressive setting.
Ideally, the device should be able to detect the scenario types
and apply the appropriate setting. The scenario detection can
be based on factors like radio tech type, number of rate
changes within certain unit time, moving speed, etc. A
simpler strategy can be based on the above observation: use
more aggressive setting when the “overall” bandwidth is
higher than the rate cap.

8. Setting Rate Selection Parameters

In this section, examples of setting rate selection param-
eters are provided.

For the MLB, EFF=1-Rv/Rdl, where Rv is the current
rate of the representation selected and Rdl is the current
download rate. The suggested rule is the following:

If EFF<0, then go down perhaps more than one rate

If 0<=EFF<0.1, then go down one rate

If 0.1<=EFF<0.6, then stay at the current rate

If 0.6<=EFF<0.8, then go up one rate

If 0.8<=EFF<=1, then go up perhaps more than one rate

Let alpha=Rv/Rd]1. Then this roughly translates into:

If alpha<=0.4, then go up at least one rate

If 0.4<alpha<=0.9, then stay at the same rate

If 0.9<alpha, then go down at least one rate

Putting this into the context of the DASH client rate
selection process:

Let RUP be the rate of the representation corresponding
to UP, let RDOWN be the rate of the representation corre-
sponding to DOWN;, and as above let Rv be the rate of the
currently chosen representation. RUP is chosen to be as large
as possible so that RUP<=lambda(t)*Rd1, and that RDOWN
is chosen to be as large as possible so that RDOWN<=mu
(H)*Rd1. The parameter t=B/(D+delta), where B is the cur-
rent amount of presentation time in the media buffer, D is a
bound on the time until the next possible switch point
beyond the point where the current decision is being made,
and delta is a small parameter that takes into account
network latency and round trip times, e.g., delta might be set
to 1 second or 2 seconds as an approximation, or delta might
be set according to a measured upper bound on the current
RTT.

The overall choice of the next rate RNEXT is as follows:

If RUP<Rv then RNEXT=min {Rv, RDOWN} else
RNEXT=RUP.

The above MLB parameters can be approximated by
setting lambda(t)=0.4*R and mu(t)=0.9 for all t, where R is
the ratio of the rate of the next higher representation to that
of the rate of the current representation. For example, if the
current rate is 500 Kbps, and the next higher rate is 750
Kbps, then R=1.5 and thus lambda(t)=0.6. This approxi-
mates the MLB process as follows.

At a decision point, if EFF>=0.6, i.e., alpha<=0.4, then
Rv<=0.4*Rd1, in which case RUP will be at least Rv¥*R
(since lambda(t)=0.4*R for all t) and thus RNEXT=RUP,
i.e., the rate can go up to the next higher representation at
rate Rv*R, and if Rd1 is even much larger than 0.4*Rv then
RUP is going to be greater than Rv*R (depending on the
granularity of representation rates), and RUP will be more
than one rate above Rv*R if EFF is for example greater than
0.8. If EFF<0.1 then Rv>0.9*Rd1, in which case RDOWN
will be less than Rv (since RDOWN<=0.9*Rd1), and then
the rate will go down, i.e., RNEXT<Rv. If EFF is between



US 9,450,997 B2

41
0.1 and 0.6 then RUP<=Rv*R and RDOWN>=Rv, in which
case RNEXT will be chosen to be equal to Rv.

9. Rate Selection Parameter Sets

The tables below specify some possible rate selection
parameter sets. The values of lambda and mu for interme-
diate values of t not shown in the tables below should be
calculated by linearly interpolating between the surrounding
values. The values of lambda and mu for values of t beyond
those shown in the tables below should be set to the lambda
and mu values for the maximum value of t shown.

If the constraints mu(t)<=t and lambda(t)<=t are met for
all t, theoretically there would not be a stall in playback, but
from a practical point it might be preferable to have a small
stall in playback rather than have no stall but continue
playing out at a much reduced rate, e.g., jumping from 1
Mbps to 20 Kbps might be a worse experience than jumping
from 1 Mbps to 250 Kbps with a 1 second pause in between.
A minimum value of lambda and mu is set in the tables of
FIG. 36, noting that for values mu(t)>t and/or lambda(t)>t it
is likely that a stall will occur (although a stall might occur
in any case when the buffer is this empty independent of the
settings of lambda(t) and mu(t)).

As has now been explained, a client device can provide
for rate adaptation and download processes for adaptive
video streaming over HTTP. Clients that stream video over
the Internet (and other networks) face a problem of fluctu-
ating bandwidth. If a high-quality video is streamed, the link
may not be fast enough at times, causing the player to
interrupt and rebuffer. In other cases, low-quality video uses
much less bandwidth, but is a lesser user experience. One
solution is to adaptively adjust the video quality: Choose a
better quality when the throughput is high, automatically
switch down.

However, adaptive video streaming poses a number of
challenges: (1) the process or algorithm for choosing the
video rate (quality) should act quick enough to adapt to rate
drops as well as rate increases. At the same time, it should
avoid premature or erratic decisions, and avoid unnecessary
rate switching decisions. The client should aim at fetching
the data at sufficiently high rate so a high video quality can
be achieved. At the same time, the download process should
ensure that the data is received timely. Each frame should be
received in its entirety before it is played out. They should
be able to achieve these goals without needing an unneces-
sarily large playback buffer. Some problems of large buffers
are that, for live events, the amount of video in the buffer is
limited by the target end-to-end latency, severely limiting
the possible playback buffer in these cases. Also, depen-
dence on a large buffer may cause undesirable delays at
playback starts or secks, because the buffer needs to be
prefilled. Also, a large playback buffer uses a lot of memory,
and that might be scarce in mobile phones and other client
devices.

To solve these issues, a process for rate estimation that
will react quickly to reception rate changes. A rate estima-
tion can be an adaptive windowed average, specially tailored
for use in streaming video. A rate estimator takes into
account the video buffer level and the change in video buffer
level in a way so to guarantee that the rate adjusts fast
enough if there is a need, while keeping the windowing
width large (and thus the measurement variance) large. The
guarantees provided by the process might be that (a) If B is
the amount of video data (in seconds of playback time) in the
buffer when a rate drop happens, then the estimator will have
adjusted its rate estimate within the time it takes for the
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buffer to drain to B/2, and (b) if B is the amount of data in
the buffer while a rate increase happens, the rate estimator
adjusts quickly enough to the new rate so it could in
principle be seen within time at most 3*B (provided a smart
rate changing process).

A rate decision process can make rate decisions so (a) the
buffer is filled, when it is at low levels, (b) uses the buffer
to avoid erratically changing rates, even if small download
rate estimates are observed, (c¢) in a steady rate scenario,
chooses the correct steady rate quickly. Multimedia down-
load strategies are used for HTTP that (a) allow for accurate
rate estimations, (b) are able to achieve the link capacity
even if the network delays and packet loss rates are high, and
(c) achieve timely delivery of the stream. To achieve this, we
can use multiple HTTP connections, decompose media
requests into smaller chunk requests, depending on the
network conditions, synchronize the connections using the
TCP flow control mechanisms, and request data in bursts.
We can also use an HTTP pipelining process to keep the
connections busy.

A number of features, aspects and details have now been
explained. As explained, in various embodiments, method
steps can be performed by corresponding programmed ele-
ments, instructions provided to a processor, hardware or
other apparatus as might be apparent to one of ordinary skill
in the art. Likewise, elements might be enabled by processes
or program elements. A structure of elements of an embodi-
ment might simply comprise a set of instructions executed
by a processor but described herein as a corresponding
method step.

In various embodiments, download rate acceleration
might or might not be used. An example of download rate
acceleration is a method or apparatus that accelerates down-
loads by using HT'TP requests over TCP connections. A TCP
connection has a particular window size and the nodes at the
ends of the TCP connection can vary the setting for the
window size. On novelty is setting the window size for
successive HTTP requests where the size is a function of the
target download rate. Thus, as the target download rate
changes, the TCP window size can change.

In one embodiment, a method and/or apparatus or com-
puter readable media is used for controlling data download-
ing over a network path between a source and a receiver
coupled by the network path, the method comprising, for
each of a plurality of TCP connections between the source
and the receiver, determining a TCP receiver window size
for that TCP connection, wherein a TCP connection between
the source and the receiver can be a direct connection or an
indirect connection, determining a target download rate for
media content, wherein the target download rate varies
between at least two values for at least two consecutive
HTTP requests, using each TCP connection of the plurality
of TCP connections to download a plurality of media data
elements of the media content to be downloaded, wherein
the media content is a portion or all of a response to a
plurality of HTTP requests, wherein the determined TCP
receiver window size for a given TCP connection is deter-
mined based, at least in part, on the target download rate, and
wherein the determined TCP receiver window size varies
between at least two values for the at least two consecutive
HTTP requests.

The determined TCP receiver window size for a current
TCP connection can be determined based, at least in part, on
a product of a current estimated round-trip time (“ERTT”)
for the current TCP connection multiplied by a multiplier
rate, wherein the multiplier rate is within a range bounded by
the target download rate for the current TCP connection and
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a rate that is higher than the target download rate by a
predetermined amount. The current ERTT can be deter-
mined by a measure of a minimum observed RTT over an
immediately previous measurement period, such as one
second, ten seconds, fifty seconds, etc. The current ERTT
can be determined by a measure at an end of a quiescent
period, the quiescent period following a download period
and being a period wherein no active HTTP requests over
the TCP connections have been present for a pre-determined
duration time period. The target download rate can be
proportional to a current aggregate download rate over all
TCP connections used, divided by the number of TCP
connections used, such as twice or three times the current
aggregate download rate. The target download rate can be
proportional to a playback rate of the media content, the
playback rate being a rate over an aggregate across all TCP
connections used, divided by the number of TCP connec-
tions used. Each media data element can be divided into a
number of chunks having sizes within a predetermined range
of variance, where the number of such chunks is based on
the number of TCP connections used. The number of such
chunks can be further based on at least one of a current
estimated round-trip time (“ERTT™) for the current TCP
connection, a current download rate, and/or size of a media
fragment being requested. The predetermined range of vari-
ance can be zero and thus each chunk has the same size per
fragment request, and wherein the number of chunks is equal
to the number of TCP connections used times a predeter-
mined factor. Each chunk can have a size greater than or
equal to a minimum number of bytes. A later HTTP request
for a subsequent media data element might be assigned to a
first available TCP connection.

Controlling might also include determining a number of
TCP connections to use between the source and the receiver,
wherein the number is greater than one, and wherein the
number of TCP connections to use is determined, at least in
part, based on the determined at least one network condition,
and using each of the number of TCP connections to
download a plurality of media data elements of the media
content to be downloaded, wherein the media content is a
portion or all of a response to a plurality of HTTP requests.
The number of TCP connections used can be based on an
estimated round-trip time (“ERTT”) for TCP connections,
the target download rate, and an estimate of a loss rate. The
loss rate can be estimated to be 1% or 0.1%. The number of
TCP connections to use can be between two and sixteen,
inclusive, and/or proportional to a product of (a) the target
download rate, (b) the ERTT, and (c) a square root of an
estimated loss rate. For each of the TCP connections, a TCP
receiver window size might be determined for that TCP
connection based on the target download rate, wherein the
determined TCP receiver window size varies between at
least two values for the at least two consecutive HTTP
requests.

In one embodiment, a method and/or apparatus or com-
puter readable media is used for estimating a download rate
that looks to a presentation buffer and makes an estimate of
the download rate based on how big/full/empty the buffer is,
i.e., where its level is. For example, estimating a download
rate at a receiver coupled to data sources by a network path
having a finite bandwidth, wherein the download rate is a
rate at which data can be received over the network path at
the receiver, might comprise monitoring a presentation
buffer of the receiver, wherein the presentation buffer stores
media data at least between a time the media data is received
and a time the media data is consumed by a presentation
element associated with the receiver, determining a nonzero
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estimation period over which an estimate of the download
rate is to be based, storing indications of buffer levels over
the estimation period, wherein a buffer level at a given time
corresponds to how much of the presentation buffer is
occupied at that time, at least approximately, by the media
data that is received and not yet consumed by the presen-
tation element, and using the stored indications as part of a
measure of the estimated download rate.

The presentation element might comprise a display and an
audio output. The estimation period might have a duration
proportional to a measured buffer level, with a predeter-
mined proportionality factor. The duration of the estimation
period might be taken to be proportional to the number of
bytes of unconsumed media data in the presentation buffer
at a measuring time, and/or a function of an addition rate at
which media is added to the presentation buffer, and/or
proportional to a time used to download a predetermined
portion of the presentation buffer. The predetermined time
duration might correspond to a time duration over which a
predetermined proportion of the contents of the presentation
buffer were downloaded. The estimation period might be the
lesser of the time over which a predetermined proportion of
the contents of the presentation buffer was downloaded and
the presentation time of the media data present in the
presentation buffer.

In one embodiment, a method and/or apparatus or com-
puter readable media is used for playback rate selection,
wherein the playback rate is the rate at which media is
consumed from the presentation buffer, measured in
memory units/time, such as megabits/second. When a
receiver makes a request for some media, there is a playback
rate for that media. Often, but perhaps not always, higher
quality media has a higher playback rate and thus presents
a trade-off. Which playback rate to use/request is a function,
at least at times, of how much media is in the presentation
buffer. A receiver might receive media for playing out using
a presentation element of the receiver, wherein the playing
out results in media being consumed from a presentation
buffer at a playback rate and wherein the receiver is con-
figured to select from a plurality of playback rates, com-
prising monitoring the presentation buffer, wherein the pre-
sentation buffer stores media data at least between a time the
media data is received and a time the media data is con-
sumed by a presentation element associated with the
receiver, storing an indication of a buffer level, wherein the
buffer level corresponds to how much of the presentation
buffer is occupied by the media data that is received and not
yet consumed by the presentation element, determining an
estimated download rate, using the stored indication and the
estimated download rate to compute a target playback rate,
and selecting from among the plurality of playback rates
according to the target playback rate.

The selected playback rate can be less than or equal to a
predetermined multiplier of the estimated download rate and
the predetermined multiplier is an increasing function of the
buffer level. The predetermined multiplier can be an affine
linear function of a playback time duration of the media data
in the presentation buffer, the predetermined multiplier can
be less than one when there the buffer level of the presen-
tation buffer is less than a threshold amount. The predeter-
mined multiplier can be greater than or equal to one when
the presentation time duration of the media data in the
presentation buffer is greater than or equal to a preset
maximum amount of presentation time. The predetermined
multiplier can be a piecewise linear function of the playback
time duration of the media data in the presentation buffer.
The selected playback rate can be less than or equal to a
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predetermined multiplier of the estimated download rate and
the predetermined multiplier an increasing function of the
number of bytes of media data in the presentation buffer. The
playback rate can be selected to be the largest available
playback rate of the plurality of playback rates that is less
than or equal to a proportional factor times the download
rate estimate, where the proportional factor is an increasing
function of the playback time duration of the media data in
the presentation buffer divided by an estimate of reaction
time to rate changes. The reaction time can be an upper
bound on presentation time between switch points in the
media data and/or the estimate of the reaction time can be an
average on presentation time between switch points in the
media data. The estimate of the reaction time can be greater
than or equal to a predetermined constant times an estimated
round-trip time (“ERTT”).

A receiver that receives media for playing out using a
presentation element of the receiver, wherein the playing out
results in media being consumed from a presentation buffer
at a playback rate and wherein the receiver is configured to
select from a plurality of playback rates, can comprise a
method or apparatus for monitoring the presentation buffer,
wherein the presentation buffer stores media data at least
between a time the media data is received and a time the
media data is consumed by a presentation element associ-
ated with the receiver, storing an indication of a buffer level,
wherein the buffer level corresponds to how much of the
presentation buffer is occupied by the media data that is
received and not yet consumed by the presentation element,
determining an allowed variance of the buffer level, using
the stored indication of buffer level and the allowed variance
of the buffer level to compute a target playback rate, and
selecting from among the plurality of playback rates accord-
ing to the target playback rate.

The playback rate can be selected based on an upper
proportional factor, a lower proportional factor, a download
rate estimate, a current playback rate, the buffer level, and an
estimate of reaction time to rate changes. The upper pro-
portional factor and the lower proportional factor can both
be increasing functions and/or piecewise linear functions of
the playback time duration of the media data in the presen-
tation buffer divided by the estimate of the reaction time to
rate changes, wherein the upper proportional factor is greater
than or equal to the lower proportional factor. The playback
rate can be selected to be the same as a previous playback
rate when the previous playback rate is between the lower
proportional factor times the estimated download rate and
the upper proportional factor times the download rate esti-
mate. The playback rate can be selected to be the largest
available playback rate that is no larger than the upper
proportional factor times the estimated download rate when
the previous play back rate is above the upper proportional
factor times the download rate estimate. The playback rate
can be selected to be the largest available playback rate that
is no larger than the lower proportional factor times the
estimated download rate when the previous play back rate is
below the lower proportional factor times the download rate
estimate.

In one embodiment, a method and/or apparatus or com-
puter readable media is used for making requests, but also
for determining whether to cancel in process requests. As a
receiver makes requests for segments/portions/fragments of
media, and receives a response to the request, stores the
media from the response and possibly makes another
request, it might determine that cancelling a request and
issuing a different request might be preferable. The playback
rate of the media might be determined by the receiver being
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the most aggressive and selecting the highest playback rate
that it expects to obtain without running out of media in the
presentation buffer as it is consumed. Where the download
rate unexpectedly falls, the receiver decides whether to
cancel its current request and make a new request for lower
playback rate media or let the current request play out.
Cancelling a high playback rate request and replacing it with
a lower playback rate request may result in the contents of
the presentation buffer lasting longer, but cancelling a
request midstream may cause loss of any partially received
media for that request.

In one such embodiment, a receiver receives media for
playing out using a presentation element of the receiver,
wherein the playing out results in media being consumed
from a presentation buffer at a playback rate and wherein the
receiver is configured to select from a plurality of playback
rates. Determining a request action comprises monitoring
the presentation buffer, wherein the presentation buffer
stores media data at least between a time the media data is
received and a time the media data is consumed by a
presentation element associated with the receiver, storing an
indication of a buffer level, wherein the buffer level corre-
sponds to how much of the presentation buffer is occupied
by the media data that is received and not yet consumed by
the presentation element, maintaining a state of an issued
request for downloading a selected first chunk of media data,
and when an issued request is outstanding, determining,
based on network conditions and the state of the issued
request, whether to continue the request or cancel the
request.

Determining whether to continue the request or cancel the
request might comprise determining whether there will be
enough time to complete a download for the request before
the first media data should be played out, and if there is not
enough time, cancelling the request. Determining whether to
continue the request or cancel the request might further
comprise determining whether there will be enough time to
download a higher rate second chunk before either the
selected first chunk or the selected second chunk is to be
played out, and if there is enough time, cancelling the
request and issuing a request for the second chunk. Deter-
mining whether to continue the request or cancel the request
might further comprise detecting that a stall will occur,
based on download rates and media consumption rates,
estimating a stall period between a time when the presen-
tation element is unable to consume media data at a rate
dictated by the media being consumed and a time when the
presentation element is able to resume consuming media
data at the rate dictated by the media being consumed,
determining an effect a continuation or cancellation would
have on the stall period, and if cancelling the request would
shorten the stall period, cancelling the request.

Other features might include selecting a second chunk of
media data, wherein the second chunk of media data has a
start presentation time and that start presentation time is the
same start presentation time as the first chunk of media data
and requesting a download of the second chunk of media
data, selecting a second chunk of media data, wherein the
second chunk of media data has a start presentation time and
that start presentation time is later than a start presentation
time of the first chunk of media data, and requesting a
download of the second chunk of media data. The second
chunk of media data might be chosen by the receiver so that
its start presentation time compared to that of the start
presentation time of the first chunk is a lowest difference
available to the receiver, and/or so that its playback is a
maximum playback rate with a predetermined maximum
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gap between its start presentation time and the start presen-
tation time of the first chunk of media data.

Some embodiments might include determining whether a
download of a remaining portion of the first chunk of media
data cannot be completed in time for playback, determining
whether a download of the second chunk of media data can
be completed in time for playback, and basing the determi-
nation of whether to continue the request or cancel the
request for the first chunk of media data and instead request
the second chunk of media data on whether the download of
the remaining portion of the first chunk of media data cannot
be completed in time for playback and whether the down-
load of the second chunk of media data can be completed in
time for playback. The playback rate of the media data in the
second chunk of data might be chosen to be the highest
playback rate supported at the receiver. The receiver might
request media data covering the presentation time of at least
some media data already in the presentation buffer, down-
load the requested media data, play out the requested media
data, and discard at least some of the corresponding media
data already in the presentation buffer. The playback rate of
the requested media data might be a maximum playback
rate, subject to a constraint on a maximum presentation time
duration of corresponding media data discarded from the
presentation buffer. The requested media data might be
chosen so that its start presentation time is an earliest start
presentation time available to the receiver.

In some receivers, downloading is dependent on the buffer
level and the receivers use a concept of a high watermark
and a low watermark. In such a receiver, media data is
downloaded from a source and stored in a presentation
buffer of the receiver. The fill level (or just “level”) of the
presentation buffer is determined, wherein the fill level
represents what portion of the presentation buffer contains
media data not yet consumed by a presentation element. If
the fill level is above a high fill threshold (“high water-
mark™), the downloading stops, and if the fill level is below
a low fill threshold (“low watermark™), the downloading
restarts. The fill level can be updated as media data is
consumed by the presentation element. The fill level can be
measured in units of memory storage capacity and/or units
of presentation time. Downloading can be based on an
estimated round-trip time (“ERTT”) wherein the ERTT is
reset when the media data download is restarted. If down-
loading occurs over a plurality of TCP connections, a
number of TCP connections used can be reset when the
media data download is restarted. The high fill and low fill
thresholds might vary over time.

Further embodiments can be envisioned to one of ordi-
nary skill in the art after reading this disclosure. In other
embodiments, combinations or sub-combinations of the
above disclosed invention can be advantageously made. The
example arrangements of components are shown for pur-
poses of illustration and it should be understood that com-
binations, additions, re-arrangements, and the like are con-
templated in alternative embodiments of the present
invention. Thus, while the invention has been described with
respect to exemplary embodiments, one skilled in the art will
recognize that numerous modifications are possible.

For example, the processes described herein may be
implemented using hardware components, software compo-
nents, and/or any combination thereof. The specification and
drawings are, accordingly, to be regarded in an illustrative
rather than a restrictive sense. It will, however, be evident
that various modifications and changes may be made there-
unto without departing from the broader spirit and scope of
the invention as set forth in the claims and that the invention
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is intended to cover all modifications and equivalents within
the scope of the following claims.

What is claimed is:

1. A method of determining a request action, performed
by a receiver receiving media for playing out using a
presentation element of the receiver, the playing out result-
ing in media being consumed from a presentation buffer at
a playback rate, the method comprising:

monitoring the presentation buffer, wherein the presenta-

tion buffer stores media data at least between a time the
media data is received and a time the media data is
consumed by the presentation element associated with
the receiver;

storing an indication of a buffer level, wherein the buffer

level corresponds to an amount of the presentation
buffer occupied by the media data received and not yet
consumed by the presentation element;

determining that an issued request for downloading a

selected first chunk of media data is outstanding; and

when the issued request is outstanding, determining to

cancel the issued request based on:

detecting a change in a download rate,

determining that an estimated stall in playing out of the
selected first chunk of media data is greater than an
amount of time needed to cancel the issued request
and issue a new request further based on:

determining that a download of a remaining portion of
the selected first chunk of media data cannot be
completed in time for playback, and

determining that a download of a second chunk of the
media data can be completed in time for playback,
wherein the second chunk has a start presentation
time later than a start presentation time of the
selected first chunk; and

issuing the new request for the second chunk of the media

data.

2. The method of claim 1, wherein determining to cancel
the issued request further comprises:

determining that there will not be enough time to com-

plete a download for the issued request before the
selected first chunk of media data is to be played out;
and

cancelling the issued request.

3. The method of claim 1, wherein determining to cancel
the issued request further comprises:

determining whether there will be enough time to down-

load the second chunk of media data before either the
selected first chunk of media data, or the second chunk
of media data is to be played out, the second chunk of
media data having a higher rate than the selected first
chunk of media data; and

if there is enough time, cancelling the issued request and

issuing the new request for the second chunk of media
data.

4. The method of claim 1, wherein determining to cancel
the issued request further comprises:

detecting a stall will occur, based on download rates and

media consumption rates;

estimating a stall period between a time when the pre-

sentation element is unable to consume media data at a
rate dictated by the media being consumed and a time
when the presentation element is able to resume con-
suming media data at the rate dictated by the media
being consumed;

determining an effect a continuation or cancellation would

have on the stall period; and
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if cancelling the issued request would shorten the stall
period, cancelling the issued request.

5. The method of claim 1, wherein the second chunk of
media data is chosen so the start presentation time of the
second chunk of media data compared to the start presen-
tation time of the selected first chunk of media data is a
lowest difference available to the receiver.

6. The method of claim 1, wherein the second chunk of
media data is chosen so a playback rate of the second chunk
of media data is a maximum playback rate with a predeter-
mined maximum gap between the start presentation time of
the second chunk of media data and the start presentation
time of the selected first chunk of media data.

7. The method of claim 1, wherein a playback rate of the
second chunk of media data is chosen to be a highest
playback rate supported at the receiver.

8. The method of claim 1, further comprising:

requesting media data covering a presentation time of at
least some media data already in the presentation
buffer;

downloading the requested media data;

playing out the requested media data; and

discarding at least some corresponding media data already
in the presentation buffer.

9. The method of claim 8, wherein a playback rate of the
requested media data is a maximum playback rate, subject to
a constraint on a maximum presentation time duration of
corresponding media data discarded from the presentation
buffer.

10. The method of claim 8, wherein the requested media
data is chosen so a start presentation time of the requested
media data is an earliest start presentation time available to
the receiver.

11. A receiver for receiving media for playing out using a
presentation element of the receiver, comprising:

a presentation buffer including media for consumption at

a playback rate, wherein the presentation buffer stores
media data at least between a time the media data is
received and a time the media data is consumed by a
presentation element associated with the receiver,
wherein the receiver is configured to select from a
plurality of playback rates;

a presentation buffer monitor for determining states of the
presentation buffer;

storage for an indication of a buffer level, wherein the
buffer level corresponds to an amount of the presenta-
tion buffer occupied by the media data received and not
yet consumed by the presentation element;

a processor for determining whether an issued request for
downloading a selected first chunk of media data is
outstanding and for detecting a change in a download
rate; and

an interface for sending requests and request cancella-
tions, wherein when the issued request is outstanding,
the processor determines whether to continue the issued
request or cancel the issued request in response to the
detected change in the download rate, wherein deter-
mining whether to continue or cancel the issued request
includes determining whether a stall in playing out of
the selected first chunk of media data is greater than an
amount of time needed to cancel the issued request and
issue a new request for a second chunk of media data
based on:
determining that a download of a remaining portion of

the selected first chunk of media data cannot be
completed in time for playback, and
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determining that a download of the second chunk of the
media data can be completed in time for playback,
wherein the second chunk has a start presentation
time later than a start presentation time of the
selected first chunk, and

wherein determining whether to continue or cancel the

issued request occurs prior to receiving an entire por-
tion of the selected first chunk of media data.

12. The receiver of claim 11, further comprising a clock
circuit, wherein the receiver is configured to continue the
issued request when there is enough time to complete a
download for the issued request before the selected first
chunk of media data is to be played out, and wherein the
receiver is configured to cancel the issued request when
there is not enough time to complete the download for the
issued request before the selected first chunk of media data
is to be played out.

13. The receiver of claim 11, wherein the second chunk of
media data is chosen so the start presentation time of the
second chunk of media data compared to the start presen-
tation time of the selected first chunk of media data is a
lowest difference available to the receiver.

14. Non-transitory computer readable media for execution
by a processor of a receiver for receiving media for playing
out using a presentation element of the receiver, having
thereon program code comprising:

program code for playing out media being consumed from

a presentation buffer at a playback rate at a selected one
of a plurality of playback rates;

program code for monitoring the presentation buffer,

wherein the presentation buffer stores media data at
least between a time the media data is received and a
time the media data is consumed by a presentation
element associated with the receiver;

program code for storing an indication of a buffer level,

wherein the buffer level corresponds to an amount of
the presentation buffer occupied by the media data
received and not yet consumed by the presentation
element;

program code for determining whether an issued request

for downloading a selected first chunk of media data is
outstanding;

detecting a change in a download rate; and

program code for determining, when the issued request is

outstanding, whether to continue the issued request or
cancel the issued request in response to the detected
change in the download rate, wherein determining
whether to continue or cancel the issued request
includes determining whether a stall in playing out of
the selected first chunk of media data is greater than an
amount of time needed to cancel the issued request and
issue a new request for a second chunk of media data
based on:
determining that a download of a remaining portion of
the selected first chunk of media data cannot be
completed in time for playback, and
determining that a download of the second chunk of the
media data can be completed in time for playback,
wherein the second chunk has a start presentation
time later than a start presentation time of the
selected first chunk, and
wherein determining whether to continue or cancel the
issued request occurs prior to receiving an entire por-
tion of the selected first chunk of media data.

15. The non-transitory computer readable media of claim
14, further comprising:
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program code for determining whether there will be
enough time to complete a download for the issued
request before the selected first chunk of media data is
to be played out; and
program code for cancelling the issued request if there is
not enough time.
16. The non-transitory computer readable media of claim
14, further comprising:
program code for determining whether there will be
enough time to download the second chunk of media
data before either the selected first chunk of media data
or the second chunk of media data is to be played out,
the second chunk of media data having a higher rate
than the selected first chunk of media data; and
program code for cancelling the issued request and issu-
ing the new request for the second chunk of media data,
if there is enough time.
17. The non-transitory computer readable media of claim
14, further comprising:
program code for detecting a stall will occur, based on
download rates and media consumption rates;
program code for estimating a stall period between a time
when the presentation element is unable to consume
media data at a rate dictated by the media being
consumed and a time when the presentation element is
able to resume consuming media data at the rate
dictated by the media being consumed;
program code for determining an effect a continuation or
cancellation would have on the stall period; and
program code for cancelling the issued request when
cancelling the issued request would shorten the stall
period.
18. The non-transitory computer readable media of claim
14, wherein the second chunk of media data is chosen so the
start presentation time of the second chunk of media data
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compared to the start presentation time of the selected first
chunk of media data is a lowest difference available to the
receiver.

19. The non-transitory computer readable media of claim
14, wherein the second chunk of media data is chosen so a
playback rate of the second chunk of media data is a
maximum playback rate with a predetermined maximum
gap between the start presentation time of the second chunk
of media data and the start presentation time of the selected
first chunk of media data.

20. The non-transitory computer readable media of claim
14, wherein a playback rate of the second chunk of media
data is chosen to be a highest playback rate supported at the
receiver.

21. The non-transitory computer readable media of claim
20, further comprising:

program code for requesting media data covering a pre-

sentation time of at least some media data already in the
presentation buffer;

program code for downloading the requested media data;

program code for playing out the requested media data;

and

program code for discarding at least some corresponding

media data already in the presentation buffer.

22. The non-transitory computer readable media of claim
21, wherein a playback rate of the requested media data is
a maximum playback rate, subject to a constraint on a
maximum presentation time duration of corresponding
media data discarded from the presentation buffer.

23. The non-transitory computer readable media of claim
21, wherein the requested media data is chosen so a start
presentation time of the requested media data is an earliest
start presentation time available to the receiver.
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